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Abstract

Question-answering (QA) data often encodes
essential information in many facets. This pa-
per studies a natural question: Can we get su-
pervision from QA data for other tasks (typ-
ically, non-QA ones)? For example, can we
use QAMR (Michael et al., 2017) to improve
named entity recognition? We suggest that
simply further pre-training BERT is often not
the best option, and propose the question-
answer driven sentence encoding (QUASE)
framework. QUASE learns representations
from QA data, using BERT or other state-of-
the-art contextual language models. In particu-
lar, we observe the need to distinguish between
two types of sentence encodings, depending
on whether the target task is a single- or multi-
sentence input; in both cases, the resulting en-
coding is shown to be an easy-to-use plugin
for many downstream tasks. This work may
point out an alternative way to supervise NLP
tasks.!

1 Introduction

It is labor-intensive to acquire human annotations
for NLP tasks which require research expertise. For
instance, one needs to know thousands of semantic
frames in order to provide semantic role labelings
(SRL) (Palmer et al., 2010). It is thus an important
research direction to investigate how to get supervi-
sion signals from indirect data and improve one’s
target task. This paper studies the case of learning
from question-answering (QA) data for other tasks
(typically not QA). We choose QA because (1) a
growing interest of QA has led to many large-scale
QA datasets available to the community; (2) a QA
task often requires comprehensive understanding
of language and may encode rich information that

*Part of this work was done while the author was at the
University of Illinois at Urbana-Champaign.

'Our code and online demo are publicly available at
https://github.com/CogComp/QuUASE.

is useful for other tasks; (3) it is much easier to
answer questions relative to a sentence than to an-
notate linguistics phenomena in it, making this a
plausible supervision signal (Roth, 2017).

There has been work showing that QA data for
task A can help another QA task 7, conceptually
by further pre-training the same model on A (an of-
ten larger) before training on 7~ (a smaller) (Talmor
and Berant, 2019; Sun et al., 2019). Howeyver, it
remains unclear how to use these QA data when the
target task does not share the same model as the QA
task, which is often the case when the target task
is not QA. For instance, QA-SRL (He et al., 2015),
which uses QA pairs to represent those predicate-
argument structures in SRL, should be intuitively
helpful for SRL parsing, but the significant differ-
ence in their surface forms prevents us from using
the same model in both tasks.

The success of modern language modeling tech-
niques, e.g., ELMo (Peters et al., 2018), BERT
(Devlin et al., 2019), and many others, has pointed
out an alternative solution to this problem. That
is, to further pre-train® a neural language model
(LM) on these QA data in certain ways, obtain a
sentence encoder, and use the sentence encoder
for the target task, either by fine-tuning or as addi-
tional feature vectors. We call this general frame-
work question-answer driven sentence encoding
(QUASE). A straightforward implementation of
QUASE is to first further pre-train BERT (or other
LMs) on the QA data in the standard way, as if this
QA task is the target, and then fine-tune it on the
real target task. This implementation is technically
similar to STILTS (Phang et al., 2018), except that

2We clarify three types of training: pre-training, further
pre-training, and fine-tuning. Pre-training refers to the training
of sentence encoders on unlabeled text; further pre-training
refers to continuing training the sentence encoders on an in-
termediate, non target-task-specific labeled data (e.g. QA
data); fine-tuning refers to training on the target task in the
fine-tuning approach.
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STILTS is mainly further pre-trained on textual
entailment (TE) data.

However, similar to the observations made in
STILTS and their follow-up works (Wang et al.,
2019), we find that additional QA data does not
necessarily help the target task using the implemen-
tation above. While it is unclear how to predict this
behaviour , we do find that this happens a lot for
tasks whose input is a single sentence, e.g., SRL
and named entity recognition (NER), instead of
a sentence pair, e.g., TE. This might be because
QA is itself a paired-sentence task, and the imple-
mentation above (i.e., to further pre-train BERT
on QA data) may learn certain attention patterns
that can transfer to another paired-sentence task
more easily than to a single-sentence task. There-
fore, we argue that, for single-sentence target tasks,
QUASE should restrict the interaction between
the two sentence inputs when it further pre-trains
on QA data. We propose a new neural structure
for this and name the resulting implementation s-
QUASE, where “s” stands for “single;” in con-
trast, we name the straightforward implementation
mentioned above p-QUASE for “paired.” Results
show that s-QUASE outperforms p-QUASE signif-
icantly on 3 single-sentence tasks—SRL, NER, and
semantic dependency parsing (SDP)—indicating
the importance of this distinction.

Let QUASE 4 be the QUASE further pre-trained
on QA data A. We extensively compare 6 differ-
ent choices of A: TriviaQA (Joshi et al., 2017),
NewsQA (Trischler et al., 2017), SQuAD (Ra-
jpurkar et al., 2016), relation extraction (RE)
dataset in QA format (QA-RE for short) (Levy
et al., 2017), Large QA-SRL (FitzGerald et al.,
2018), and QAMR (Michael et al., 2017). Interest-
ingly, we find that if we use s-QUASE for single-
sentence tasks and p-QUASE for paired-sentence
tasks, then QUASEQaMmR improves all 7 tasks?
in low resource settings, with an average error re-
duction rate of 7.1% compared to BERT.* While
the set of tasks we experimented with here is non-
exhaustive, we think that QUASEqgaMR has the
potential of improving on a wide range of tasks.

This work has three important implications.
First, it provides supporting evidence to an im-
portant alternative to supervising NLP tasks: us-
ing QA to annotate language, which has been dis-
cussed in works such as QA-SRL, QAMR, and

3SRL, SDP, NER, RE, co-reference resolution (Coref), TE
and machine reading comprehension (MRC).
“BERT is close to the state-of-the-art in all these tasks.

QA-RE. If it is difficult to teach annotators the for-
malism of a certain task, perhaps we can instead
collect QA data that query the target phenomena
and thus get supervision from QA for the original
task (and possibly more). Second, the distinction
between s-QUASE and p-QUASE suggests that
sentence encoders should consider some proper-
ties of the target task (e.g., this work distinguishes
between single- and multi-sentence tasks). Third,
the good performance of QUASEg anr i suggests
that predicate-argument identification is an impor-
tant capability that many tasks rely on; in contrast,
many prior works observed that only language mod-
eling would improve target tasks generally.

2 QA Driven Sentence Encoding

This work aims to find an effective way to use read-
ily available QA data to improve a target task that
is typically not QA. A natural choice nowadays—
given the success of language models—is to further
pre-train sentence encoders, e.g. BERT, on QA
data in certain ways, and then use the new encoder
in a target task. This general framework is called
QUASE in this work, and the assumption is that
the sentence encoders learned from QA data have
useful information for the target task.

A straightforward implementation of QUASE
is to further pre-train BERT on QA data in the
standard way, i.e., fine-tune BERT as if this QA
dataset is the target task, and then fine-tune BERT
on the real target task. However, we find that
this straightforward implementation is less effec-
tive or even negatively impacts target tasks with
single-sentence input; similar observations were
also made in STILTS (Phang et al., 2018) and its
follow-ups (Wang et al., 2019): They further pre-
train sentence encoders, e.g., ELMo, BERT, and
GPT (Radford et al., 2018), on TE data and find
that it is not effective for the syntax-oriented CoLA
task and the SST sentiment task in GLUE, which
are both single-sentence tasks (Wang et al., 2018).

One plausible reason is that the step of further
pre-training on QA data does not take into account
some properties of the target task, for instance, the
number of input sentences. QA is inherently a
paired-sentence task; a typical setup is, given a
context sentence and a question sentence, predict
the answer span. Further pre-training BERT on
QA data will inevitably learn how to attend to the
context given the question. This is preferable when
the target task is also taking a pair of sentences
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1
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Figure 1: Two implementations of QUASE: s-QUASE for single-sentence tasks, and p-QUASE for paired-
sentence tasks. Both structures are further pre-trained on QA data, and the parts in the black boxes are used
by target tasks. While p-QUASE is the standard way of fine-tuning BERT , s-QUASE restricts the interaction
between the sentence and the question. Specifically, the sentence encodings in s-QUASE does not depend on the
existence of the question. More details are given in Sec. 2.2 and Appendix A (including experimental settings in

A.1, error analysis in A.2 and ablation analysis in A.3).

as input, while it may be irrelevant or harmful for
single-sentence tasks. It points out that we may
need two types of sentence encodings when further
pre-training BERT on QA data, depending on the
type of the target task. The following subsection
discusses this issue in detail.

2.1 Two Types of Sentence Encodings

Standard sentence encoding is the problem of con-
verting a sentence S=[w1, wa, - -+, wy] to a se-
quence of vectors h(S)=[h1, ho, - - -, hy,] (e.g., skip-
thoughts (Kiros et al., 2015)). Ideally, i (.S) should
encode all the information in S, so that it is task-
agnostic: given a target task, one can simply probe
h(S) and retrieve relevant information. In practice,
however, only the information relevant to the train-
ing task of h(S) is kept. For instance, when we
have a task with multi-sentence input (e.g., QA and
TE), the attention pattern A among these sentences
will affect the final sentence encoding, which we
call h4(S); in comparison, we denote the sentence
encoding learned from single-sentence tasks by
h(S), since there is no cross-sentence attention A.
In a perfect world, the standard sentence encod-
ing h(S) expresses also the conditional sentence
encoding h 4(.5). However, we believe that there
is a trade-off between the quality and the quantity
of semantic information a model can encode. Our
empirical results corroborate this conclusion and

more details can be found in Appendix A.2.

The distinction between the sentence encodings
types may explain the negative impact of using
QA data for some single-sentence tasks: Further
pre-training BERT on QA data essentially pro-
duces a sentence encoding with cross-sentence at-
tentions h4(S), while the single-sentence tasks
expect h(S). These two sentence encodings may
be very different: One view is from the theory of
information bottleneck (Tishby et al., 1999; Tishby
and Zaslavsky, 2015), which argues that training
a neural network on a certain task is extracting
an approximate minimal sufficient statistic of the
input sentences with regard to the target task; in-
formation irrelevant to the target task is maximally
compressed. In our case, this corresponds to the
process where the conditional sentence encoding
compresses the information irrelevant to the rela-
tion, which will enhance the quality but reduce the
quantity of the sentence information.

2.2 Two Implementations of QUASE

In order to fix this issue, we need to know how
to learn h(S) from QA data. However, since
QA is a paired-sentence task, the attention pat-
tern between the context sentence and the ques-
tion sentence is important for successful further
pre-training on QA. Therefore, we propose that if
the target task is single-sentence input, then fur-
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ther pre-training on QA data should also focus on
single-sentence encodings in the initial layers; the
context sentence should not interact with the ques-
tion sentence until the very last few layers. This
change is expected to hurt the capability to solve
the auxiliary QA task, but it is later proved to trans-
fer better to the target task. This new treatment
is called s-QUASE with “s” representing “single-
sentence,” while the straightforward implementa-
tion mentioned above is called p-QUASE where “p”
means “paired-sentence.” The specific structures

are shown in Fig. 1.

2.2.1 s-QUASE

The architecture of s-QUASE is shown in Fig. 1(a).
When further pre-training it on QA data, the con-
text sentence and the question sentence are fed into
two pipelines. We use the same Sentence2Question
and Question2Sentence attention as used in BIDAF
(Seo et al., 2017). Above that, “Sentence Model-
ing,” “Question Modeling,” and “Interaction Layer”
are all bidirectional transformers (Vaswani et al.,
2017) with 2 layers, 2 layers, and 1 layer, respec-
tively. Finally, we use the same classification layer
as BERT, which is needed for training on QA data.
Overall, this implementation restricts interactions
between the paired-sentence input, especially from
the question to the context, because when serving
the target task, this attention will not be available.

Using s-QUASE in target tasks. Given a sen-
tence S, s-QUASE can provide a sequence of hid-
den vectors h(S), i.e., the output of the “Sentence
Modeling” layer in Fig. 1(a). Although i(S) does
not rely on the question sentence, h(S) is opti-
mized so that upper layers can use it to handle
those questions in the QA training data, so h(S)
indeed captures information related to the phenom-
ena queried by those QA pairs. For single-sentence
tasks, we use h(S) from s-QUASE as additional
features, and concatenate it to the word embeddings
in the input layer of any specific neural model.’

222 p-QUASE

The architecture of p-QUASE is shown in Fig. 1(b),
which is the standard way of pre-training BERT.
That is, when further pre-training it on QA data, the
context sentence and the question sentence form a
single sequence (separated by special tokens) and
are fed into BERT.

>We mainly use concatenation in both types of QUASE.
However, we also use replacement in some experiments and
we will note these cases later in this paper.

Using p-QUASE in target tasks. Given a sen-
tence pair S (concatenated), p-QUASE produces
ha(S), i.e., the output of the BERT module in
Fig. 1(b). One can of course continue fine-tuning p-
QUASE on the target task, but we find that adding
p-QUASE to an existing model for the target task
is empirically better (although not very significant);
specifically, we try to add h 4(.5) to the final layer
before the classification layer, and we also allow p-
QUASE to be updated when training on the target
task, although it is conceivable that other usages
may lead to even stronger results. For instance,
when the target task is token classification, e.g.,
MRC, we can simply concatenate the vectors of
h4(S) at each timestamp to any existing model;
when the target task is sentence classification, e.g.,
TE, we apply max-pooling and average-pooling
on h(S), respectively, and concatenate the two
resulting vectors to any existing model before the
final classification layer.

2.3 Related Work on Sentence Encoding

Modern LMs are essentially sentence encoders pre-
trained on unlabeled data and they outperform early
sentence encoders such as skip-thoughts (Kiros
et al., 2015). While an LM like BERT can handle
lexical and syntactic variations quite well, it still
needs to learn from some annotations to acquire
the “definition” of many tasks, especially those
requiring complex semantics (Tenney et al., 2019).
Although we extensively use BERT here, we think
that the specific choice of LM is orthogonal to our
proposal of learning from QA data. Stronger LMs,
e.g., RoBERTa (Liu et al., 2019) or XLNet (Yang
etal., 2019), may only strengthen the proposal here.
This is because a stronger LM represents unlabeled
data better, while the proposed work is about how
to represent labeled data better.

CoVe (McCann et al., 2017) is another attempt
to learn from indirect data, translation data specif-
ically. However, it does not outperform ELMo or
BERT in many NLP tasks (Peters et al., 2018) and
probing analysis (Tenney et al., 2019). In contrast,
our QUASE will show stronger experimental re-
sults than BERT on multiple tasks. In addition, we
think QA data is generally cheaper to collect than
translation data.

The proposed work is highly relevant to Phang
et al. (2018) and their follow-up works (Wang
et al., 2019), which use further pre-training on
data-rich intermediate supervised tasks and aim
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Single-sentence || Paired-sentence

System SRL RE TE MRC

BERT 34.17 | 62.99 | 78.29 | 79.90

BERTqQamr || 3292 | 50.16 || 78.73 | 82.96
Table 1: The naive way of training BERT on

QAMR (BERTganR) negatively impacts single-
sentence tasks. We only use 10% training data for
simplicity. We use BERT/BERTgan/r to produce
feature vectors for a BiLSTM model (SRL) and a
CNN model (RE); for TE and MRC, we fine-tune
BERT/BERT g A k-

to improve another target task. The key differences
are as follows: First, we distinguish two types of
sentence encodings, which provide explanation to
their puzzle that sentence-pair tasks seem to benefit
more from further pre-training than single-sentence
tasks do. Second, they only focus on fine-tuning
based methods which cannot be easily plugged
in many single-sentence tasks such as SRL and
Coref, while we analyze both fine-tuning based
and feature-based approaches. Third, they mainly
use TE signals for further pre-training, and evaluate
their models on GLUE (Wang et al., 2018) which
is a suite of tasks very similar to TE. Our work
instead makes use of QA data to help tasks that are
typically not QA. Fourth, from their suite of further
pre-training tasks, they observe that only further
pre-training on language modeling tasks has the
power to improve a target task in general, while
we find that QAMR may also have this potential,
indicating the universality of predicate-argument
structures in NLP tasks.

Our work is also related to Sentence-BERT
(Reimers and Gurevych, 2019) in terms of pro-
viding a better sentence representation. However,
their focus was deriving semantically meaningful
sentence embeddings that can be compared using
cosine-similarity, which reduces the computational
cost of finding the most similar pairs. In contrast,
QUASE provides a better sentence encoder in the
same format as BERT (a sequence of word embed-
dings) to better support tasks that require complex
semantics.

3 Applications of QUASE

In this section, we conduct thorough experiments
to show that QUASE is a good framework to get
supervision from QA data for other tasks. We first
give an overview of the datasets and models used
in these experiments before diving into the details

of each experiment.

Specifically, we use PropBank (Kingsbury
and Palmer, 2002) (SRL), the dataset from the
SemEval’15 shared task (Oepen et al., 2015)
with DELPH-IN MRS-Derived Semantic Depen-
dencies target representation (SDP), CoNLL’03
(Tjong Kim Sang and De Meulder, 2003) (NER),
the dataset in SemEval’10 Task 8 (Hendrickx
et al., 2009) (RE), the dataset in the CoNLL’12
shared task (Pradhan et al., 2012) (Coref), MNLI
(Williams et al., 2018) (TE), and SQuAD 1.0 (Ra-
jpurkar et al., 2016) (MRC). In Table 4, we use
CoNLL 12 English subset of OntoNotes 5.0 (Prad-
han et al., 2013), which is larger than PropBank.
The performance of TE and MRC is evaluated on
the development set.®

For single-sentence tasks, we use both simple
baselines (e.g., BILSTM and CNN; see Appendix
B.1) and near-state-of-the-art models published in
recent years. As in ELMo, we use the deep neural
model in He et al. (2017) for SRL, the model in
Peters et al. (2018) for NER, and the end-to-end
neural model in Lee et al. (2017) for Coref. We
also use the biaffine network in Dozat and Manning
(2018) for SDP but we removed part-of-speech tags
from its input, and the attention-based BiLSTM in
Zhou et al. (2016) is the strong baseline for RE. In
addition, we replace the original word embeddings
in these models (e.g., GloVe (Pennington et al.,
2014)) by BERT. Throughout this paper, we use the
pre-trained case-insensitive BERT-base implemen-
tation. More details on our experimental setting
can be found in Appendix B, including the details
of simple models in B.1, some common experi-
mental settings of QUASE in B.2, and s-QUASE
combined with other SOTA embeddings (ELMo
and Flair (Akbik et al., 2018)) in B.3.

3.1 Necessity of Two Representations

We first consider a straightforward method to use
QA data for other tasks—to further pre-train BERT
on these QA data. We compare BERT further
pre-trained on QAMR (denoted by BERTg Ay R)
with BERT on two single-sentence tasks (SRL
and RE) and two paired-sentence tasks (TE and
MRC). We use a feature-based approach for single-
sentence tasks and a fine-tuning approach for
paired-sentence tasks. The reason is two-fold.
On the one hand, current SOTAs of all single-
sentence tasks considered in this paper are still

For TE, we mean matched examples in MNLI.
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Single-Sentence Tasks Paired-Sentence Tasks

Tasks SRL SDpP NER TE MRC
Split 10% | 100% || 10% | 100% || 10% | 100% || 10% | 30% 10% | 100%
s-QUASE || 46.42 | 70.13 || 76.08 | 87.29 || 70.69 | 87.10 || 52.25 | 57.30 || 44.67 | 67.09
p-QUASE || 32.92 | 66.40 || 70.92 | 86.43 || 49.97 | 85.23 || 57.29 | 60.49 | 48.29 | 72.97

Table 2: Probing results of the sentence encoders from s-QUASE and p-QUASE. In all tasks, we fix the model
QUASE and use the sentence encodings as input feature vectors for the model of each task. In order to keep the
model structure as simple as possible, we use BILSTM for SRL, NER, and TE, Biaffine for SDP, and BiDAF for
MRC. We compare on 10% and 100% of the data in all tasks except TE, where we use 30% to save run-time.

~
o

(o2}
o

Performance (F1)
£ 5]
o o

[
o

BERT |
——s-QUASE

10% 40% 70% 100%
Percentage of training examples on SRL
(a) s-QUASE
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BERT
——p-QUASE

0
0.1% 1% 10% 100%
Percentage of training examples on MRC
(b) p-QUASE

Figure 2: Sample complexity analysis of using BERT and QUASE on SRL and MRC. We find that much fewer
training examples are needed with the help of QUASEg aarr: with 50% SRL training data, s-QUASE can achieve
comparable performance as BERT trained on 100%; with 0.1% training data for MRC, p-QUASE can achieve a

reasonably good performance of 69.81%.

feature-based. How to efficiently use sentence en-
coders (e.g. BERT) in a fine-tuning approach for
some complicated tasks (e.g. SRL and SDP) is un-
clear. On the other hand, the fine-tuning approach
shows great advantage over feature-based on many
paired-sentence tasks (e.g. TE and MRC). Similar
to Phang et al. (2018), we find in Table 1 that the
two single-sentence tasks benefit less than the two
paired-sentence tasks from BERT g 4ps g, Which in-
dicates that simply “further pre-training BERT” is
not enough.

We then compare s-QUASEgayr and p-
QUASEganmr on three single-sentence tasks
(SRL, SDP and NER) and two paired-sentence
tasks (TE and MRC) to show that it is important to
distinguish two types of sentence representations.
Rather than concatenating two embeddings as pro-
posed in Sec. 2.2, here we replace BERT embed-
dings with QUASE embeddings for convenience.
The results are shown in Table 2. We find that s-
QUASE has a great advantage over p-QUASE on
single-sentence tasks and p-QUASE is better than
s-QUASE on paired-sentence tasks. The proposal
of two types of sentence encoders tackles the prob-
lem one may encounter when there is only further

pre-training BERT on QAMR for single-sentence
tasks. In summary, it is necessary to distinguish
two types of sentence representations for single-
sentence tasks and paired-sentence tasks.

3.2 Sample Complexity of QUASE

To see whether adding QUASE to BERT reduces
the sample complexity, we compare QUASEg anr
with BERT on one single-sentence task (SRL) and
one paired-sentence task (MRC) with different per-
centages of training examples. For convenience,
we replace BERT embeddings with QUASE em-
beddings for SRL. As shown in Figure 2, we find
that s-QUASEqg 4 r outperforms BERT on SRL
with small training data, and p-QUASEg 4/ g out-
performs BERT on MRC with small training data.
The results support that (1) adding QUASE to
BERT reduces the sample complexity, (2) QUASE
is very important in the low-resource setting. For
instance, s-QUASEqpanr achieves an F1 score
of 61 in SRL with 30% (27K) training exam-
ples (compared to 50.92 F1 by BERT). And p-
QUASEg an R achieves 69.81 average F1 on MRC
with 0.1% (about 100) training examples (com-
pared to 13.29 F1 by BERT).
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Models s-QUASE p-QUASE

Tasks SRL SDP NER RE TE Avg
Split small | full small ‘ full small | full small | full small ‘ full small | full
BERT 34.17 | 66.02 || 75.49 | 90.13 || 88.89 | 91.38 || 71.48 | 86.33 || 78.29 | 84.09 || 69.66 | 83.59
QUASE 50.16 | 72.59 || 78.30 | 90.78 || 90.64 | 92.16 || 77.14 | 86.80 || 78.94 | 84.97 || 75.04 | 85.46

TriviaQA 17.75 | 39.69 || 77.29 | 90.43 || 89.74 | 91.70 || 75.41 | 86.80 || 78.50 | 84.95 || 67.74 | 78.71
NewsQA 27.99 | 53.05 || 77.27 | 90.41 || 89.96 | 91.65 || 73.08 | 85.88 || 78.85 | 84.30 || 69.43 | 81.06

SQuAD 3435 | 61.86 || 76.90 | 90.51 || 89.94 | 91.07 || 77.14 | 85.80 || 78.21 | 84.97 || 71.31 | 82.84
QA-RE 35.50 | 65.85 || 78.30 | 90.78 || 90.64 | 91.73 || 63.36 | 85.80 || 78.94 | 84.68 || 69.35 | 83.77
Large QA-SRL || 50.16 | 72.59 || 76.92 | 90.68 || 90.12 | 91.73 || 68.99 | 85.46 || 78.88 | 84.61 || 73.01 | 85.01
QAMR 46.42 | 70.13 || 77.53 | 90.57 || 89.90 | 92.16 || 72.23 | 86.37 || 78.73 | 84.79 || 72.96 | 84.80

Table 3: Further pre-training QUASE on different QA datasets of the same number of QA pairs (51K). As
we propose, s-QUASE is used as features for single-sentence tasks, and p-QUASE is further fine-tuned for the
paired-sentence task. The specific models are all strong baselines except for SRL, where we use a simple BILSTM
model to save run-time. “Small” means 10% training examples for all tasks except NER, where “small” means
the dev set (about 23%) of the corresponding training set. We further show the results of QUASE with the best
QA dataset, which are significantly better than those of BERT.

Single-Sentence Tasks Paired-Sentence Tasks

Small SRL SDP | NER RE | Coref TE MRC Avg

BERT 76.65 | 75.49 | 88.89 | 71.48 | 62.76 | 78.29 79.90 76.21
Proposed (abs. imp.) || +3.95 | +2.04 | +1.01 | +0.75 | +0.60 || +0.44 +3.06 +1.69
Proposed (rel. imp.) || 16.9% | 8.3% | 9.1% | 2.6% | 1.6% || 2.0% 15.2% 7.1%
Full SRL | SDP | NER | RE | Coref || TE MRC Avg

BERT 84.54 | 90.13 | 91.38 | 86.33 | 69.05 || 84.09 88.23 84.82
Proposed (abs. imp.) || +0.15 | +0.44 | +0.78 | +0.04 | -0.14 || +0.7 +0.35 +0.33
Proposed (rel. imp.) || 0.9% | 4.5% | 9.0% | 0.3% | -0.5% || 4.4% 3.0% 2.2%

Table 4: QUASEgQanr (almost) universally improves on 5 single-sentence tasks and 2 paired-sentence tasks.
Note BERT is close to the state of the art for these tasks. Both absolute improvement (abs. imp.) and relative
improvement (rel. imp.; error reduction rate) are reported. “Small/Full” refers to the size of training data for each
target task. For SDP, RE, TE, and MRC, “small” means 10% of the training set, while for NER, SRL, and Coref,
“small” means the development set (about 10%-30% compared to each training set).

3.3 Data Choice for Further Pre-training such as TriviaQA, NewsQA and SQuAD. It is
easier for QUASE to learn a good representation
with QAMR to help sentence-level tasks. Second,
QAMR is more general than other sentence-level
QA datasets, such as QA-RE and Large QA-SRL.”
Therefore, we think that the capability to identify
predicate-argument structures can generally help
many sentence-level tasks, as we discuss next.

We compare BERT with QUASE further pre-
trained with the same numbre of QA pairs on 6
different QA datasets (TriviaQA (Joshi et al., 2017),
NewsQA (Trischler et al., 2017), SQuAD, QA-RE
(Levy et al., 2017), Large QA-SRL (FitzGerald
et al., 2018), and QAMR). s-QUASE further pre-
trained on different QA datasets are evaluated on
four single-sentence tasks in a feature-based ap- 3.4 The Effectiveness of QUASE
proach: SRL, SDP, NER and RE. p-QUASE further
pre-trained on different QA datasets is evaluated
on one task (TE) in a fine-tuning approach.

Here we compare QUASE 4y r with BERT on 5
single-sentence tasks and 2 paired-sentence tasks,
where QUASEq AR is further pre-trained on the
In Table 3, we find that the best options are  training set (51 K QA pairs) of the QAMR dataset.
quite different across different target tasks, which ~ As shown in Table 4, we find that QUASEQamR
is expected because a task usually benefits more Aot ; £ QUASE
. . t oug the average perrormance o 18] QAMR
from a more similar QA dataset. However, we oo o i ohily below QUASE Large gA_srL, for
also find that QAMR is generally a good further-  which the benefit mostly comes from SRL. QUASE is mainly
pre-training choice for QUASE. This is consistent ~ designed to improve a lot of tasks, so QAMR is a better
. C e . . choice in our setup, but in practice, we do not limit QUASE
with our intuition: First, QAMR has a simpler con-

to any specific QA dataset and one can use the best one for
cept class than other paragraph-level QA datasets,  corresponding target tasks.

8749



has a better performance than BERT on both single-
sentence tasks and paired-sentence tasks, espe-
cially in the low-resource setting®, indicating that
QUASEqgamR can provide extra features com-
pared to BERT.

Admittedly, the improvement in the “Full” set-
ting is not significantly large, but we think that this
is expected because large direct training data are
available (such as SRL with 278K training exam-
ples in OntoNotes). However, it is still promising
that 51K indirect QA pairs can improve down-
stream tasks in the low-resource setting (i.e. sev-
eral thousands direct training examples). That is
because they help the scalability of machine learn-
ing methods, especially for some specific domains
or some low-resource languages where direct train-
ing data do not exist in large scale.

4 Discussion

In this section we discuss a few issues pertain-
ing to improving QUASE by using additional QA
datasets and the comparison of QUASE with re-
lated symbolic representations.

4.1 Further Pre-training QUASE on
Multiple QA Datasets

We investigate whether adding the Large QA-SRL
dataset (FitzGerald et al., 2018) or the QA-RE’
dataset into QAMR in the further pre-training stage
can help SRL and RE. We use s-QUASE embed-
dings to replace BERT embeddings instead of con-
catenating the two embeddings. The effectiveness
of adding existing resources (Large QA-SRL or
QA-RE) into QAMR in the further pre-training
stage of s-QUASE on SRL and RE are shown in
Table 5. We find that adding related QA signals
(Large QA-SRL for SRL and QA-RE for RE) into
QAMR can help improve specific tasks. Notewor-
thy is the fact that QA-RE can help SRL (Large
QA-SRL can also help RE), though the improve-
ment is minor compared to Large QA-SRL (QA-
RE). These results indicate that adding more QA
signals related to the sentence can help get a better
sentence representation in general.

8 Another interesting finding is that simple models usually
benefit more from QUASE embeddings than SOTA models.

“Because the training set of QA-RE is too large, we
randomly choose 100, 000 training examples.

Tasks SRL RE
Split 10% | 100% | 10% | 100%
BERT 34.16 | 66.02 || 59.36 | 83.28
QUASEQamR 46.42 | 70.13 || 61.09 | 82.22
QUASEQAMR | Large 0A_sRL || 4992 | 71.74 || 65.76 | 83.16
QUAS EQAMRJrQA—RE 47.25 | 72.52 68.12 | 83.89
Table 5:  The potential of further improving

QUASEQ g by further pre-training it on more QA
data. The “+” between datasets means union with shuf-
fling. Both Large QA-SRL and QA-RE help achieve
better results than QAMR alone. For simplicity, we
use a simple BiLSTM model for SRL and a simple
CNN model for RE. See more in Appendix B.

4.2 Comparison with Symbolic Meaning
Representations

Traditional (symbolic) shallow meaning represen-
tations such as SRL and AMR, suffer from hav-
ing a fixed set of relations one has to commit to.
Moreover, inducing these representations requires
costly annotation by experts. Proposals such as
QA-SRL, QAMR, semantic proto-roles (Reisinger
et al., 2015), and universal dependencies (White
et al., 2016) avoid some of these issues by using
natural language annotations, but it is unclear how
other tasks can take advantage of them. QUASE
is proposed to facilitate inducing distributed rep-
resentations instead of symbolic representations
from QA signals; it benefits from cheaper annota-
tion and flexibility, and can also be easily used in
downstream tasks.

The following probing analysis, based on the
Xinhua subset in the AMR dataset, shows that
s-QUASEganmr embeddings encode more se-
mantics related to AMR than BERT embeddings.
Specifically, we use the same edge probing model
as Tenney et al. (2019), and find that the probing
accuracy (73.59) of s-QUASE@gn r embeddings
is higher than that (71.58) of BERT. At the same
time, we find that p-QUASEgar can achieve
76.91 F1 on the PTB set of QA-SRL, indicating
that p-QUASEg 4k can capture enough informa-
tion related to SRL to have a good zero-shot SRL
performance. More details can be found in Ap-
pendix C.1. Another fact worth noting is that AMR
can be used to improve downstream tasks, such
as MRC (Sachan and Xing, 2016), TE (Lien and
Kouylekov, 2015), RE (Garg et al., 2019) and SRL
(Song et al., 2018). The benefits of QUASEgamr
on downstream tasks show that we can take advan-
tage of AMR by learning from much cheaper QA
signals dedicated to it.
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4.3 Difficulties in Learning Symbolic
Representations from QA Signals

QUASE is designed to learn distributed representa-
tions from QA signals to help down-stream tasks.
We further show the difficulties of learning two
types of corresponding symbolic representations
from QA signals, which indicates that the two other
possible methods are not as tractable as ours.

One option of symbolic representation is the
QAMR graph. Michael et al. (2017) show that
question generation for QAMR representations can
only achieve a precision of 28%, and a recall of
24%, even with fuzzy matching (multi-BLEU!®
> 0.8). Furthermore, it is still unclear how to use
the complex QAMR graph in downstream tasks.
These results indicate that learning a QAMR parser
for down-stream tasks is mainly hindered by ques-
tion generation, and how to use the full information
of QAMR for downstream tasks is still unclear.

Another choice of symbolic representation is
AMR, since QAMR is proposed to replace AMR.
We consider a simpler setting, learning an SRL
parser from Large QA-SRL. We propose three mod-
els in different perspectives, but the best perfor-
mance of them is only 54.10 F1, even with fuzzy
matching (Intersection/Union > 0.5). More details
can be found in Appendix C.2. Although a lot of
methods (Khashabi et al., 2018; Marcheggiani and
Titov, 2017; Strubell et al., 2018) can be adopted
to use SRL/AMR in downstream tasks, the diffi-
culty of learning a good SRL/AMR parser from QA
signals hinders this direction.

The difficulties of learning the two types of sym-
bolic representations from QA signals indicate that
our proposal of learning distributed representations
from QA signals is a better way of making use
of the latent semantic information in QA pairs for
down-stream tasks.

5 Conclusion

In this paper, we investigate an important prob-
lem in NLP: Can we make use of low-cost signals,
such as QA data, to help related tasks? We re-
trieve signals from sentence-level QA pairs to help
NLP tasks via two types of sentence encoding ap-
proaches. For tasks with a single-sentence input,
such as SRL and NER, we propose s-QUASE that
provides latent sentence-level representations; for
tasks with a sentence pair input, such as TE and
MRC we propose p-QUASE, that generates latent

1°An average of BLEUI-BLEU4 scores.

representations related to attentions. Experiments
on a wide range of tasks show that the distinction
of s-QUASE and p-QUASE is highly effective,
and QUASE 4k has the potential to improve on
many tasks, especially in the low-resource setting.
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A Additional Details for QUASE

In this section, we show the experimental details of
QUASE. We first show the experimental settings of
training p-QUASE and s-QUASE in Section A.1.
After that, we conduct error analysis of QUASE
to show the shortcomings of QUASE in Section
A.2. Finally, the ablation analysis of s-QUASE is
in Section A.3.

A.1 Experimental Settings

Our QUASE is based on the re-implementation of
BERT with pytorch (Wolf et al., 2019). Although
we might change a bit to fit the memory of GPU
sometimes, the common hyper parameters for fur-
ther pre-training s-QUASE and p-QUASE are as
follows:

Further pre-training p-QUASE. For sentence-
level QA datasets (QAMR, Large QA-SRL, and
QA-RE), we further pre-train BERT for 4 epochs
with a learning rate of 5e-5, a batch size of
32, a maximum sequence length of 128. For
paragraph-level QA datasets (SQuUAD, TrivaQA,
and NewsQA), we further pre-train BERT for 4
epochs with a learning rate of 5e-5, a batch size of
16, a maximum sequence length of 384.

Further pre-training s-QUASE. For sentence-
level QA datasets (QAMR, Large QA-SRL, and
QA-RE), we further pre-train s-QUASE for 64
epochs with a learning rate of 1e-4, a batch size of
72, a maximum sentence length of 128 and a max-
imum question length of 24. For paragraph-level
QA datasets (SQuAD, TrivaQA, and NewsQA), we
further pre-train s-QUASE for 32 epochs with a
learning rate of le-4, a batch size of 8, a maximum
sentence of 384, and a maximum question length of
64. We need to note that s-QUASE contains more
architectures than BERT, so the hyper parameters
for BERT fine-tuning are not good for s-QUASE
further pre-training

A.2 Error Analysis of QUASE

The F1 scores of s-QUASEgamr and p-
QUASEQanmr on the development set are 76.20
and 90.35. In general, the results of s-QUASE
are similar to BiDAF (Seo et al., 2017) but are
significantly worse than the p-QUASE on QAMR.
We conduct thorough error analysis including: sen-
tence length, answer length, question length, ques-
tion words and the PoS tag of the answer. We
find that s-QUASE is not good at dealing with
long sentences compared to p-QUASE. The analy-

sis of model performance with regard to sentence
length is shown in Figure 3(a). The average num-
ber of QA pairs is much larger when the sentence
is longer as shown in Figure 3(b). The distribution
of training set and development set is quite differ-
ent, which makes the situation more complicated.
We further compare s-QUASE [ ,4c 94— srr and
p-QUASE 14rge a—srr on Large QA-SRL whose
distribution of training and development sets are
the same. From the results, s-QUASE is still not
as good as p-QUASE on long sentences. We think
that the failure of s-QUASE in long sentences is
mainly because there are more relations to encode,
while p-QUASE only needs to encode information
based on specific questions. We believe that there
is a trade-off between the quality and the quantity
of sentence information that a model can encode in
practice, although h(S) also include the informa-
tion in h4(.S) in a perfect world.

A.3 Ablation Analysis for s-QUASE

s-QUASE consists of three basic components: a
sentence encoder for the sentence representation,
a question encoder for the question representation,
an interaction layer between the sentence compo-
nent and the question component. We carefully
designed five variants of s-QUASE with increasing
complexity and performance: (I) Basic model: a
fixed BERT and one-layer bidirectional transformer
for sentence modeling, a fixed BERT and one-layer
bidirectional transformer for question modeling,
and a two-layer multi-layer perceptron (MLP) for
the interaction layer; (II) a fine-tuned BERT; (III)
the same as model II, with a bi-directional atten-
tion flow added to the question component; (IV)
the same as model III, with the interaction layer
changed from a two-layer MLP to a bidirectional
transformer; (V) the same as model IV, with the
sentence modeling layer and question modeling
layer changed from a single-layer bi-directional
transformer to a two-layer one, and beam search
is used in the inference stage. Table 6 shows the
results of our models further pre-trained on the
development set of the QAMR dataset.

B Detailed Experimental Setup

In this section, we show the details of experimen-
tal setup in Section 3. Because the corresponding
settings are too many, we show some common set-
tings here and more details are in our code. We first
show the details of simple models in Section B.1,
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Figure 3: Error analysis of QUASE on the sentence length. We compare the performance of s-QUASE and
p-QUASE on examples with different sentence lengths in the development set. The average number of QA pairs
corresponding to the sentence length in the train and development sets is also shown.

Models Model I | Model IT | Model III | Model IV | Model V
Average EM 34.97 41.64 55.68 64.18 66.77
Average F1 40.05 45.49 62.98 72.96 76.20

Table 6: The results of five variants of s-QUASEg g on the development set of QAMR. We use the average
exact match (EM) and average F1 as our evaluation metrics.

Embeddings ELMo Flair
Tasks SRL Coref NER
Split small | full small | full small | full
Baselines 78.32 | 83.87 || 60.72 | 66.89 || 89.86 | 92.37
s-QUASEqanmr || 7940 | 84.14 || 61.54 | 66.58 || 90.18 | 92.54

Table 7: Comparison between s-QUASEganr and
other STOA embeddings. We use the same experimen-
tal settings as Section 3.4 for the three single-sentence
tasks, SRL, Coref and NER. We use ELMo embed-
dings for SRL and Coref, and Flair embeddings for
NER as our baselines.

and then show some common experimental settings
of QUASE in Section B.2. Finally, we compare
s-QUASE with other SOTA embeddings (ELMo
and Flair) in Section B.3

B.1 Simple Models

When QUASE is used in the feature-based ap-
proach, we need use models for the tasks. For
simplicity, we sometimes choose to use some sim-
ple models rather than strong baselines in Section
3 in our analysis. Following standard practice, we
use a simple BiILSTM model with the input of word
embeddings and binary features of predicates for
SRL, a simple biaffine model based on BiLSTM for
SDP, a simple BiLSTM mode for NER, a simple

CNN baseline with the input of word embeddings
and position features for RE, and a simple BiLSTM
model for TE.

B.2 Experimental Settings

We use the re-implementation of SRL, NER and
Coref from AllenNLP (Gardner et al., 2017) for
strong baselines, and we implement the strong base-
lines of SDP and RE ourselves. As for MRC and
TE, we use the re-implementation of BERT with
pytorch (Wolf et al., 2019). As for simple models,
we implement them by ourselves. As for the hyper
parameters for strong baselines of single-sentence
tasks, we use the same hyper parameters in the
related papers (shown in Section 3). As for the
hyper parameters for simple models, we tune them
ourselves to find some reasonable hyper parame-
ters. The hyper parameters of MRC and TE for
p-QUASE are based on (Wolf et al., 2019).

B.3 Comparison with Other Embeddings

To show whether s-QUASE can also provide ex-
tra features than other STOA embeddings'', such

""The reported STOA models for SRL and Coref is based
on ELMo embeddings and the reported STOA model for
NER is based on Flair embeddings.
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Sentence Ann. Question Answers
(1) Mr. Agnew was vice president of the U.S. from 1969 until he resigned in | INF What did someone resign | vice president
1973 . from? of the U.S.
(2) This year , Mr. Wathen says the firm will be able to service debt and still | INF | When will something be ser- | this year
turn a modest profit . viced?
(3) Mahlunga has said he did nothing wrong and Judge Horn said he “failed to | INF Who doubted his remorse | Judge Horn
express genuine remorse”. was genuine?
(4) Volunteers are presently renovating the former post office in the town of | IMP | What country are the volun- | United States
Edwards, Mississippi, United States for the doctor to have an office. teers renovating in?

Table 8: Some examples of question-answer pairs in QA-SRL and QAMR datasets. The first two examples are
from QA-SRL dataset and predicates are bolded. The last two examples are from QAMR dataset. We show two
phenomena that are not modeled by traditional symbolic representations of predicate-argument structure (e.g SRL
and AMR), inferred relations (INF) and implicit arguments (IMP).

Span 10U > 0.5 Token
Models Precision | Recall F1 Precision | Recall F1 Precision | Recall F1
Rules + EM 2431 2278 | 23.52 34.34 32.27 | 33.27 50.46 28.19 | 36.17
PerArgument + CoDL + Multitask 32.02 12.30 | 17.77 46.99 18.06 | 26.09 70.76 17.80 | 28.45
Argument Detector + Argument Classifier 49.19 43.09 | 45.94 57.84 50.82 | 54.10 69.37 47.60 | 56.45
Mapping: upper-bound | 6782 ] 4858 [56.61 ] 89.09 | 6582 [7570 [ 91.57 [ 70.25 [ 79.50

Table 9: Results of learning an SRL parser from question-answer pairs.

as ELMo and Flair, we compare s-QUASEganr
embeddings with ELMo embeddings on SRL and
Coref, and compare s-QUASEg 4 r embeddings
with Flair on NER. The results are shown in Ta-
ble 7. We find that s-QUASEganr has a better
performance than ELMo and Flair, especially in
the low-resource setting, which indicates that s-
QUASE can provide extra features than ELMo and
Flair.

C On the Strength of Distributed
Meaning Representations

In this section, we first show more details of the
comparison between QUASE with symbolic mean-
ing representations in Section C.1. After that, we
show the details of learning an SRL parser from
QA-SRL in Section C.2.

C.1 Comparison with Symbolic Meaning
Representations

Probing Analysis. We first show the details of our
probing analysis on the Xinhua subset!? of AMR
dataset. Our probing task can be formulated as
follows: given two nodes in order, the probing
model needs to predict the directed relation from
one node to the other. We only consider the cases
where there is indeed a relation between them.
20nly four subsets in AMR dataset contain both training
and development sets, but the other three subsets either use

informal languages or templatic and report-like structures,
which are quite different from the domain of QAMR.

There are 741 sentences and 9008 relations in
valid alignments with 70 different types of relations
in the training set, and 99 sentences with 1098 rela-
tions in valid alignments with 43 different types of
relations in the development set. We use the same
edge probing model as (Tenney et al., 2019), but
we train it by minimizing a softmax loss rather than
binary cross-entropy loss. Therefore, our probing
results are based on the classification accuracy, not
binary F1 score.

Systematic Analysis. We use Large QA-SRL
as a testbed to analyze the representation abil-
ity of p—QUASEQA]V[R. Our p—QUASEQAMR
achieves 85.79 F1 score on the development set
of Large QA-SRL, while BERT further pre-trained
on SQuAD with the same number of QA pairs
only achieves an F1 score of 64.63 (it achieves
86.98 F1 on SQuAD). For reference, BERT further
pre-trained on Large QA-SRL can achieve 92.19
F1 on Large QA-SRL. All these numbers indicate
that p-QUASEq 4 r has a strong ability to answer
questions related to SRL.

On the other hand, BERT further pre-trained
on Large QA-SRL can only achieve 72.17 F1
on the development set of QAMR, while p-
QUASEQamR can achieve 85.79 F1 on Large
QA-SRL (it achieves 90.35 F1 on QAMR). These
results show that QAMR can cover the ques-
tions related to SRL, but Large QA-SRL cannot
cover many questions related to AMR. Therefore,
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QAMR is a good choice for QUASE to be fur-
ther pre-trained on.

Some Examples. He et al. (2015) show that
QA pairs in QA-SRL often contain inferred rela-
tions, especially for why, when and where ques-
tions. These inferred relations are typically cor-
rect, but outside the scope of PropBank annotations
(Kingsbury and Palmer, 2002). This indicates that
QA-SRL contains some extra information about
predicates. Some examples are shown in Table 8.
We further verify that p-QUASEganr can cor-
rectly answer questions in the examples, which
means that QUASE can encode some extra infor-
mation that SRL cannot.

Michael et al. (2017) show that QAMR can cap-
ture a variety of phenomena that are not modeled in
traditional representations of predicate-argument
structure, including instances of co-reference, im-
plicit and inferred arguments, and implicit relations
(for example, between nouns and their modifiers).
Some examples of QAMR are shown in Table 8.
Similar to SRL, we find that p-QUASE precedes
traditional representations, such as AMR, by cor-
rectly answering questions in the examples and
hence encoding extra information.

C.2 Learning an SRL Parser from QA-SRL

C.2.1 Learng an SRL Parser

We consider learning a SRL parser from QA-SRL.
It reduces the problem of learning AMR from
QAMR to a simplified case.

Challenges. There are three main challenges to
learn an SRL parser from Large QA-SRL.

Partial issues. Only 78% of the arguments have
overlapped with answers; 47% of the arguments
are exact match; 65% of the arguments have Inter-
section/Union > 0.5'3.

Irrelevant question-answer pairs. 89% of the an-
swers are “covered” by SRL arguments; 54% of the
answers are exact match with arguments; 73% of
the answers have Intersection/Union > 0.5. These
statistics show that we also get some irrelevant sig-
nals: some of the answers are not really arguments
(for the corresponding predicate).

Different guidelines. Even if the arguments and
the answer overlap, the overlap is only partial.

A reasonable upperbound. We treat the an-
swers that have overlapped with some arguments
as our predicted arguments. If two predicted argu-

BThese statistics of partial issues and irrelevant question-
answer pairs are based on the PTB set of QA-SRL.

ments intersect each other, we will use the union
of them as new predicted arguments. The results
are shown in Table 9. We know from the table
that this mapping algorithm achieves a span F1 of
56.61, which is a reasonable upper bound of our
SRL system.

Baselines. We consider three models to learn an
SRL parser from Large QA-SRL dataset.

Rules + EM. We first use rules to change QA
pairs to labels of SRL. We keep the labels with
high precision and then use an EM algorithm to do
bootstrapping. A simple BiLSTM is used as our
model for SRL. The results are shown in Table 9.
We think that low token F1 is due to the low partial
rate of tokens (37.97%) after initialization.

PerArgument + CoDL + Multitask. We consider
a simpler setting here. A small number of gold SRL
annotations are provided as seeds. To alleviate the
negative impact of low partial rate, we propose to
train different BILSTM models for different argu-
ments (PerArgument) and do global inference to
get structured predictions!#. We first use seeds to
train the PerArgument model and then use CoDL
(Chang et al., 2007) to introduce constraints, such
as SRL constraints, into bootstrapping. At the same
time, we train a model to predict the argument type
from question-answer pairs. These two tasks (argu-
ment type prediction and SRL) are learned together
through soft parameter sharing. In this way, we
make use of the information from QA pairs for
SRL. We use 500 seeds to bootstrap. The span F1
of our method is 17.77 and the span F1 with only
seeds is 13.65. More details are in Table 9. The
performance of this model has only improved sev-
eral percents compared to the model trained only
on seeds.

Argument Detector + Argument Classifier.
Given a small number of gold SRL annotations and
a large number of QA pairs, there are two methods
to learn an end-to-end SRL' system. One is to
assign argument types to answers in the context
of corresponding questions using rules, and learn
an end-to-end SRL model based on the predicted
SRL data. This is exactly our first model, Rules
+ EM. However, the poor precision of argument
classification leads to unsatisfactory results. An-

Given a predicate in the sentence with three arguments
and one of them is annotated, the sentence is partial for a
traditional SRL model but not partial for a PerArgument
model.

5Note that an end-to-end SRL system is with gold predi-
cates. This is different from the generic definition.
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other method is to learn from small seeds and boot-
strap from large number of QA pairs. Thich is our
second model, PerArgument + CoDL + Multitask.
However, bootstrapping can not improve argument
detection much, leading to mediocre results. We
also notice that argument detection is hard with a
small number of annotated data, but argument clas-
sification is easy with little high-quality annotated
data. Fortunately, most answers in Large QA-SRL
overlap with arguments. Furthermore, the mapping
results of argument detection is about 56.61, good
enough compared to two baselines. We propose to
learn two components for SRL, one is for argument
detection and the other is for argument classifier.
We use the span-based model in (FitzGerald et al.,
2018) for argument detection. The argument clas-
sifier is trained on predicates in the PTB set of
QA-SRL. The results are shown in Table 9.

C.2.2 Using SRL/AMR Parsers in
Downstream Tasks

There have already been some attempts to use se-
mantics in downstream tasks. We discuss three
types of application here. Traditionally, seman-
tic parsers can be used to extract semantic ab-
stractions, and can be applied to question answer-
ing (Khashabi et al., 2018). Second, dependency
graphs, such as SDP, can be incorporated into
neural networks. For example, (Marcheggiani
and Titov, 2017) encodes semantic information in
Graph Convolution Networks (GCN). In order to
use constituent based traditional symbolic meaning
representations, one can encode related semantic in-
formation by multi-task learning (MTL). (Strubell
et al., 2018) mentioned such an example of appli-
cation.

The main difficulty of retrieving SRL/AMR from
QA signals for downstream tasks is to learn a good
parser for SRL/AMR from question-answer pairs.
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