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Abstract

Linguistic Code-switching (CS) is still an un-
derstudied phenomenon in natural language
processing. The NLP community has mostly
focused on monolingual and multi-lingual sce-
narios, but little attention has been given to CS
in particular. This is partly because of the lack
of resources and annotated data, despite its in-
creasing occurrence in social media platforms.
In this paper, we aim at adapting monolin-
gual models to code-switched text in various
tasks. Specifically, we transfer English knowl-
edge from a pre-trained ELMo model to differ-
ent code-switched language pairs (i.e., Nepali-
English, Spanish-English, and Hindi-English)
using the task of language identification. Our
method, CS-ELMo, is an extension of ELMo
with a simple yet effective position-aware at-
tention mechanism inside its character convo-
lutions. We show the effectiveness of this
transfer learning step by outperforming mul-
tilingual BERT and homologous CS-unaware
ELMo models and establishing a new state of
the art in CS tasks, such as NER and POS tag-
ging. Our technique can be expanded to more
English-paired code-switched languages, pro-
viding more resources to the CS community.

1 Introduction

Although linguistic code-switching (CS) is a com-
mon phenomenon among multilingual speakers, it
is still considered an understudied area in natural
language processing. The lack of annotated data
combined with the high diversity of languages in
which this phenomenon can occur makes it diffi-
cult to strive for progress in CS-related tasks. Even
though CS is largely captured in social media plat-
forms, it is still expensive to annotate a sufficient
amount of data for many tasks and languages. Ad-
ditionally, not all the languages have the same in-
cidence and predominance, making annotations
impractical and expensive for every combination

Hindi-English Tweet
Original: Keep calm and keep kaam se kaam !!!other #office
#tgif #nametag #buddhane #SouvenirFromManali #keepcalm
English: Keep calm and mind your own business !!!

Nepali-English Tweet
Original: Youtubene ma live re ,other chalcha ki vanni aash
garam !other Optimistic .other
English: They said Youtube live, let’s hope it works! Optimistic.

Spanish-English Tweet
Original: @MROlvera06other @T11gReother go too
cavendersne y tambien ve a @ElToroBootsne other

English: @MROlvera06 @T11gRe go to cavenders and
also go to @ElToroBoots

Figure 1: Examples of code-switched tweets and
their translations from the CS LID corpora for Hindi-
English, Nepali-English and Spanish-English. The LID
labels ne and other in subscripts refer to named enti-
ties and punctuation, emojis or usernames, respectively
(they are part of the LID tagset). English text appears
in italics and other languages are underlined.

of languages. Nevertheless, code-switching often
occurs in language pairs that include English (see
examples in Figure 1). These aspects lead us to ex-
plore approaches where English pre-trained models
can be leveraged and tailored to perform well on
code-switching settings.

In this paper, we study the CS phenomenon us-
ing English as a starting language to adapt our
models to multiple code-switched languages, such
as Nepali-English, Hindi-English and Spanish-
English. In the first part, we focus on the task
of language identification (LID) at the token level
using ELMo (Peters et al., 2018) as our refer-
ence for English knowledge. Our hypothesis is
that English pre-trained models should be able to
recognize whether a word belongs to English or
not when such models are fine-tuned with code-
switched text. To accomplish that, we introduce
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CS-ELMo, an extended version of ELMo that con-
tains a position-aware hierarchical attention mech-
anism over ELMo’s character n-gram representa-
tions. These enhanced representations allow the
model to see the location where particular n-grams
occur within a word (e.g., affixes or lemmas) and
to associate such behaviors with one language or
another.1 With the help of this mechanism, our
models consistently outperform the state of the art
on LID for Nepali-English (Solorio et al., 2014),
Spanish-English (Molina et al., 2016), and Hindi-
English (Mave et al., 2018). Moreover, we conduct
experiments that emphasize the importance of the
position-aware hierarchical attention and the differ-
ent effects that it can have based on the similarities
of the code-switched languages. In the second part,
we demonstrate the effectiveness of our CS-ELMo
models by further fine-tuning them on tasks such
as NER and POS tagging. Specifically, we show
that the resulting models significantly outperform
multilingual BERT and their homologous ELMo
models directly trained for NER and POS tagging.
Our models establish a new state of the art for
Hindi-English POS tagging (Singh et al., 2018)
and Spanish-English NER (Aguilar et al., 2018).

Our contributions can be summarized as follows:
1) we use transfer learning from models trained
on a high-resource language (i.e., English) and
effectively adapt them to the code-switching set-
ting for multiple language pairs on the task of lan-
guage identification; 2) we show the effectiveness
of transferring a model trained for LID to down-
stream code-switching NLP tasks, such as NER
and POS tagging, by establishing a new state of the
art; 3) we provide empirical evidence on the im-
portance of the enhanced character n-gram mech-
anism, which aligns with the intuition of strong
morphological clues in the core of ELMo (i.e., its
convolutional layers); and 4) our CS-ELMo model
is self-contained, which allows us to release it for
other researchers to explore and replicate this tech-
nique on other code-switched languages.2

2 Related Work

Transfer learning has become more practical in
the last years, making possible to apply very large
neural networks to tasks where annotated data is
limited (Howard and Ruder, 2018; Peters et al.,

1Note that there are more than two labels in the LID tagset,
as explained in Section 4.

2http://github.com/RiTUAL-UH/cs_elmo

2018; Devlin et al., 2019). CS-related tasks are
good candidates for such applications, since they
are usually framed as low-resource problems. How-
ever, previous research on sequence labeling for
code-switching mainly focused on traditional ML
techniques because they performed better than
deep learning models trained from scratch on lim-
ited data (Yirmibeşoğlu and Eryiğit, 2018; Al-
Badrashiny and Diab, 2016). Nonetheless, some
researchers have recently shown promising results
by using pre-trained monolingual embeddings for
tasks such as NER (Trivedi et al., 2018; Winata
et al., 2018) and POS tagging (Soto and Hirschberg,
2018; Ball and Garrette, 2018). Other efforts in-
clude the use of multilingual sub-word embeddings
like fastText (Bojanowski et al., 2017) for LID
(Mave et al., 2018), and cross-lingual sentence
embeddings for text classification like LASER
(Schwenk, 2018; Schwenk and Li, 2018; Schwenk
and Douze, 2017), which is capable of handling
code-switched sentences. These results show the
potential of pre-trained knowledge and they moti-
vate our efforts to further explore transfer learning
in code-switching settings.

Our work is based on ELMo (Peters et al., 2018),
a large pre-trained language model that has not
been applied to CS tasks before. We also use atten-
tion (Bahdanau et al., 2015) within ELMo’s con-
volutions to adapt it to code-switched text. Even
though attention is an effective and successful
mechanism in other NLP tasks, the code-switching
literature barely covers such technique (Sitaram
et al., 2019). Wang et al. (2018) use a different at-
tention method for NER, which is based on a gated
cell that learns to choose appropriate monolingual
embeddings according to the input text. Recently,
Winata et al. (2019) proposed multilingual meta
embeddings (MME) combined with self-attention
(Vaswani et al., 2017). Their method establishes a
state of the art on Spanish-English NER by heav-
ily relying on monolingual embeddings for every
language in the code-switched text. Our model
outperforms theirs by only fine-tuning a generic
CS-aware model, without relying on task-specific
designs. Another contribution of our work are posi-
tion embeddings, which have not been considered
for code-switching either. These embeddings, com-
bined with CNNs, have proved useful in computer
vision (Gehring et al., 2017); they help to local-
ize non-spatial features extracted by convolutional
networks within an image. We apply the same prin-

http://github.com/RiTUAL-UH/cs_elmo
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ciple to code-switching: we argue that character
n-grams without position information may not be
enough for a model to learn the actual morpho-
logical aspects of the languages (e.g., affixes or
lemmas). We empirically validate those aspects
and discuss the incidence of such mechanism in
our experiments.

3 Methodology

ELMo is a character-based language model that
provides deep contextualized word representations
(Peters et al., 2018). We choose ELMo for this
study for the following reasons: 1) it has been
trained on a large amount of English data as a
general-purpose language model and this aligns
with the idea of having English knowledge as start-
ing point; 2) it extracts morphological information
out of character sequences, which is essential for
our case since certain character n-grams can reveal
whether a word belongs to one language or another;
and 3) it generates powerful word representations
that account for multiple meanings depending on
the context. Nevertheless, some aspects of the stan-
dard ELMo architecture could be improved to take
into account more linguistic properties. In Sec-
tion 3.1, we discuss these aspects and propose the
position-aware hierarchical attention mechanism
inside ELMo. In Section 3.2 and Section 3.3, we
describe our overall sequence labeling model and
the training details, respectively.

3.1 Position-Aware Hierarchical Attention
ELMo convolves character embeddings in its first
layers and uses the resulting convolutions to repre-
sent words. During this process, the convolutional
layers are applied in parallel using different ker-
nel sizes, which can be seen as character n-gram
feature extractors of different orders. The feature
maps per n-gram order are max-pooled to reduce
the dimensionality, and the resulting single vec-
tors per n-gram order are concatenated to form a
word representation. While this process has proven
effective in practice, we notice the following short-
comings:

1. Convolutional networks do not account for the
positions of the character n-grams (i.e., convo-
lutions do not preserve the sequential order),
losing linguistic properties such as affixes.

2. ELMo down-samples the outputs of its convo-
lutional layers by max-pooling over the fea-
ture maps. However, this operation is not ideal

to adapt to new morphological patterns from
other languages as the model tends to discard
patterns from languages other than English.

To address these aspects, we introduce CS-ELMo,
an extension of ELMo that incorporates a position-
aware hierarchical attention mechanism that en-
hances ELMo’s character n-gram representations.
This mechanism is composed of three elements:
position embeddings, position-aware attention, and
hierarchical attention. Figure 2A describes the
overall model architecture, and Figure 2B details
the components of the enhanced character n-gram
mechanism.

Position embeddings. Consider the word x of
character length l, whose character n-gram vec-
tors are (x1, x2, . . . , xl−j+1) for an n-gram order
j ∈ {1, 2, . . . , n}.3 The n-gram vector xi ∈ Rc is
the output of a character convolutional layer, where
c is the number of output channels for that layer.
Also, consider n position embedding matrices, one
per n-gram order, {E1,E2, . . . ,En} defined as
Ej ∈ R(k−j+1)×e where k is the maximum length
of characters in a word (note that l ≤ k), e is the
dimension of the embeddings and j is the specific
n-gram order. Then, the position vectors for the se-
quence x are defined by p = (p1, p2, . . . , pl−j+1)
where pi ∈ Re is the i-th vector from the position
embedding matrix Ej . We use e = c to facilitate
the addition of the position embeddings and the
n-gram vectors.4 Figure 2B illustrates the position
embeddings for bi-grams and tri-grams.

Position-aware attention. Instead of down-
sampling with the max-pooling operation, we use
an attention mechanism similar to the one intro-
duced by Bahdanau et al. (2015). The idea is to
concentrate mass probability over the feature maps
that capture the most relevant n-gram information
along the word, while also considering positional
information. At every individual n-gram order, our
attention mechanism uses the following equations:

ui = vᵀ tanh(Wxxi + pi + bx) (1)

αi =
exp(ui)∑N
j=1 exp(uj)

, s.t.
∑
i=1

αi = 1 (2)

z =
∑
i=1

αixi (3)

3ELMo has seven character convolutional layers, each
layer with a kernel size from one to seven characters (n = 7).

4ELMo varies the output channels per convolutional layer,
so the dimensionality of Ej varies as well.
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Figure 2: A) The left figure shows the overall model architecture, which contains CS-ELMo followed by BLSTM
and CRF, and a secondary task with a softmax layer using a simplified LID label set. The largest box describes
the components of CS-ELMo, including the enhanced character n-gram module proposed in this paper. B) The
right figure describes in detail the enhanced character n-gram mechanism inside CS-ELMo. The figure shows the
convolutions of a word as input and a single vector representation as output.

where Wx ∈ Ra×c is a projection matrix, a is the
dimension of the attention space, c is the number
of channels for the n-gram order j, and pi is the
position embedding associated to the xi n-gram
vector. v ∈ Ra is the vector that projects from
the attention space to the unnormalized scores, and
αi is a scalar that describes the attention proba-
bility associated to the xi n-gram vector. z is the
weighted sum of the input character n-gram vec-
tors and the attention probabilities, which is our
down-sampled word representation for the n-gram
order j. Note that this mechanism is used inde-
pendently for every order of n-grams resulting in
a set of n vectors {z1, z2, . . . , zn} from Equation
3. This allows the model to capture relevant in-
formation across individual n-grams before they
are combined (i.e., processing independently all
bi-grams, all tri-grams, etc.).

Hierarchical attention. With the previous mech-
anisms we handle the problems aforementioned.
That is, we have considered positional information
as well as the attention mechanism to down-sample
the dimensionality. These components retrieve one
vector representation per n-gram order per word.
While ELMo simply concatenates the n-gram vec-
tors of a word, we decide to experiment with an-
other layer of attention that can prioritize n-gram
vectors across all the orders. We use a similar for-
mulation to Equations 1 and 3, except that we do
not have pi, and instead of doing the weighted sum,
we concatenate the weighted inputs. This concate-
nation keeps the original dimensionality expected

in the upper layers of ELMo, while it also em-
phasizes which n-gram order should receive more
attention.

3.2 Sequence Tagging

We follow Peters et al. (2018) to use ELMo for
sequence labeling. They reported state-of-the-art
performance on NER by using ELMo followed
by a bidirectional LSTM layer and a linear-chain
conditional random field (CRF). We use this archi-
tecture as a backbone for our model (see Figure
2A), but we add some modifications. The first mod-
ification is the concatenation of static English word
embeddings to ELMo’s word representation, such
as Twitter (Pennington et al., 2014) and fastText
(Bojanowski et al., 2017) embeddings similar to
Howard and Ruder (2018) and Mave et al. (2018).
The idea is to enrich the context of the words by
providing domain-specific embeddings and sub-
word level embeddings. The second modification
is the concatenation of the enhanced character n-
gram representation with the input to the CRF layer.
This emphasizes even further the extracted mor-
phological patterns, so that they are present during
inference time for the task at hand (i.e., not only
LID, but also NER and POS tagging). The last
modification is the addition of a secondary task on
a simplified5 language identification label scheme
(see Section 4 for more details), which only uses

5The LID label set uses eight labels (lang1, lang2, ne,
mixed, ambiguous, fw, other, and unk), but for the
simplified LID label set, we only consider three labels (lang1,
lang2 and other) to predict only based on characters.
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the output of the enhanced character n-gram mech-
anism. Intuitively, this explicitly forces the model
to associate morphological patterns (e.g., affixes,
lemmas, etc.) to one or the other language.

3.3 Multi-Task Training
We train the model by minimizing the negative log-
likelihood loss of the CRF classifier. Additionally,
we force the model to minimize a secondary loss
over the simplified LID label set by only using the
morphological features from the enhanced charac-
ter n-gram mechanism (see the softmax layer in
Figure 2A). The overall loss L of our model is
defined as follows:

Ltaskt = − 1

N

N∑
i

yi log p(yi|Θ) (4)

L = Ltask1 + βLtask2 + λ

|Θ|∑
k

w2
k (5)

where Ltask1 and Ltask2 are the negative log-
likelihood losses conditioned by the model param-
eters Θ as defined in Equation 4. Ltask1 is the loss
of the primary task (i.e., LID, NER, or POS tag-
ging), whereas Ltask2 is the loss for the simplified
LID task weighted by β to smooth its impact on
the model performance. Both losses are the aver-
age over N tokens.6 The third term provides `2
regularization, and λ is the penalty weight.7

4 Datasets

Language identification. We experiment with
code-switched data for Nepali-English, Spanish-
English, and Hindi-English. The first two datasets
were collected from Twitter, and they were intro-
duced at the Computational Approaches to Lin-
guistic Code-Switching (CALCS) workshops in
2014 and 2016 (Solorio et al., 2014; Molina et al.,
2016). The Hindi-English dataset contains Twitter
and Facebook posts, and it was introduced by Mave
et al. (2018). These datasets follow the CALCS
label scheme, which has eight labels: lang1 (En-
glish), lang2 (Nepali, Spanish, or Hindi), mixed,
ambiguous, fw, ne, other, and unk. We
show the distribution of lang1 and lang2 in Ta-
ble 1. Moreover, we add a second set of labels us-
ing a simplified LID version of the original CALCS
label set. The simplified label set uses lang1,

6While Equation 4 is formulated for a given sentence, in
practice N is the number of tokens in a batch of sentences.

7We exclude the CRF parameters in this term.

Corpus Split Posts Tokens Lang1 Lang2

Nep-Eng
Train 8,494 123,959 38,310 51,689
Dev 1,499 22,097 7,173 9,008
Test 2,874 40,268 12,286 17,216

Spa-Eng
Train 11,400 139,539 78,814 33,709
Dev 3,014 33,276 16,821 8,652
Test 10,716 121,446 16,944 77,047

Hin-Eng
Train 5,045 100,337 57,695 20,696
Dev 891 16,531 9,468 3,420
Test 1,485 29,854 17,589 5,842

Table 1: The distribution of the LID datasets according
to the CALCS LID label set. The label lang1 refers to
English and lang2 is either Nepali, Spanish or Hindi
depending on the corpus. The full label distribution is
in Appendix A.

lang2, and other. We use this 3-way token-
level labels in the secondary loss of our model
where only morphology, without any context, is
being exploited. This is because we are interested
in predicting whether a word’s morphology is as-
sociated to English more than to another language
(or vice versa), instead of whether, for example, its
morphology describes a named entity (ne).

Part-of-speech tagging. Singh et al. (2018) pro-
vide 1,489 tweets (33,010 tokens) annotated with
POS tags. The labels are annotated using the uni-
versal POS tagset proposed by Petrov et al. (2012)
with the addition of two labels: PART NEG and
PRON WH. This dataset does not provide training,
development, or test splits due to the small num-
ber of samples. Therefore, we run 5-fold cross
validations and report the average scores.

Named entity recognition. We use the Spanish-
English NER corpus introduced in the 2018
CALCS competition (Aguilar et al., 2018),
which contains a total of 67,223 tweets with
808,663 tokens. The entity types are person,
organization, location, group, title,
product, event, time, and other, and the
labels follow the BIO scheme. We used the fixed
training, development, and testing splits provided
with the datasets to benchmark our models.

Importantly, Hindi and Nepali texts in these
datasets appear transliterated using the English al-
phabet (see Figure 1). The lack of a standardized
transliteration process leads code-switchers to em-
ploy mostly ad-hoc phonological rules that conve-
niently use the English alphabet when they write in
social media. This behavior makes the automated
processing of these datasets more challenging be-
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Exp ID Experiment Nepali-English Spanish-English Hindi-English
Dev Test Dev Test Dev Test

Approach 1 (Baseline models)

Exp 1.1 ELMo 96.192 95.700 95.508 96.363 95.997 96.420
Exp 1.2 ELMo + BLSTM + CRF 96.320 95.882 95.615 96.748 96.545 96.717
Exp 1.3 ML-BERT 95.436 96.571 96.212 96.212 95.924 96.440

Approach 2 (Upon Exp 1.2)

Exp 2.1 Attention on each n-gram 96.413 96.771 95.952 96.519 96.579 96.069
Exp 2.2 Position-aware attention on each n-gram 96.540 96.640 95.994 96.791 96.629 96.141
Exp 2.3 Position-aware hierarchical attention 96.582 96.798 96.072 96.692 96.705 96.186

Approach 3 (Upon Exp 2.3)

Exp 3.1 Concatenating character n-grams at the top 96.485 96.761 96.033 96.775 96.665 96.188
Exp 3.2 Adding simplified LID (secondary) task 96.612 96.734 96.051 96.932 96.565 96.215
Exp 3.3 Adding static word embeddings 96.879 97.026 96.757 97.532 96.776 97.001

Comparison: Previous best published results

Mave et al. (2018) - - 96.510 97.060 96.6045 96.840

Table 2: The results of incremental experiments on each LID dataset. The scores are calculated using the weighted
F-1 metric across the eight LID labels from CALCS. Within each column, the best score in each block is in bold,
and the best score for the whole column is underlined. Note that development scores from subsequent experiments
(e.g., Exp 2.2 and 2.3) are statistically significant with p < 0.02.

Corpus LID System Lang1 Lang2 WA F1

Spa-Eng
Al-Badrashiny and Diab 88.6 96.9 95.2
Jain and Bhat 92.3 96.9 96.0
Mave et al. 93.184 98.118 96.840
Ours (Exp 3.3) 94.411 98.532 97.789

Hin-Eng
Mave et al. 98.241 95.657 97.596
Ours (Exp 3.3) 98.372 95.750 97.718

Nep-Eng
Al-Badrashiny and Diab 97.6 97.0 97.3
Ours (Exp 3.3) 98.124 95.170 97.387

Table 3: Comparison of our best models with the best
published scores for language identification. Scores
are calculated with the F1 metric, and WA F1 is the
weighted average F1 between both languages.

cause it excludes potentially available resources in
the original scripts of the languages.

5 Experiments

We describe our experiments for LID in Section
5.1, including insights of the optimized models. In
Section 5.2, the optimized LID models are further
fine-tuned on downstream NLP tasks, such as NER
and POS tagging, to show the effectiveness of our
preliminary CS adaptation step. We test for statisti-
cal significance across our incremental experiments
following Dror et al. (2018), and we report p-values
below 0.02 for LID. We discuss hyperparameters
and fine-tuning details in Appendix D.

5.1 Language Identification
Approach 1. We establish three strong baselines
using a vanilla ELMo (Exp 1.1), ELMo combined

with BLSTM and CRF (Exp 1.2) as suggested by
Peters et al. (2018), and a multilingual BERT (Exp
1.3) provided by Devlin et al. (2019). We experi-
ment with frozen weights for the core parameters of
ELMo and BERT, but we find the best results when
the full models are fine-tuned, which we report in
Table 2.

Approach 2. In the second set of experiments,
we add the components of our mechanism upon
ELMo combined with BLSTM and CRF (Exp 1.2).
We start by replacing the max-pooling operation
with the attention layer at every individual n-gram
order in Exp 2.1. In Exp 2.2, we incorporate the po-
sition information. The third experiment, Exp 2.3,
adds the hierarchical attention across all n-gram or-
der vectors. It is worth noting that we experiment
by accumulating consecutive n-gram orders, and
we find that the performance stops increasing when
n > 3. Intuitively, this can be caused by the small
size of the datasets since n-gram features of greater
order are infrequent and would require more data
to be trained properly. We apply our mechanism
for n-gram orders in the set {1, 2, 3}, which we
report in Table 2.

Approach 3. For the third set of experiments,
we focus on emphasizing the morphological clues
extracted by our mechanism (Exp 2.3). First, in
Exp 3.1, we concatenate the enhanced character
n-grams with their corresponding word representa-
tion before feeding the input to the CRF layer. In
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POS System Dev F1 Test F1

ML-BERT 86.84 84.70
ELMo + BLSTM + CRF 87.42 88.12
Prev. SOTA (Singh et al., 2018) - 90.20

Architecture: CS-ELMo + BLSTM + CRF
Exp 4.1: No CS knowledge 87.02 87.96
Exp 4.2: CS knowledge frozen 89.55 89.92
Exp 4.3: CS knowledge trainable 90.37 91.03

Table 4: The F1 scores on POS tagging for the Hindi-
English dataset. CS knowledge means that the CS-
ELMo architecture (see Figure 2A) has been adapted
to code-switching by using the LID task.

Exp 3.2, we add the secondary task over the pre-
vious experiment to force the model to predict the
simplified LID labels by only using the morpho-
logical clues (i.e., no context is provided). Finally,
in Exp 3.3, we add static word embeddings that
help the model to handle social media style and
domain-specific words.

We achieve the best results on Exp 3.3, which
outperforms both the baselines and the previous
state of the art on the full LID label scheme (see
Table 2). However, to compare with other work,
we also calculate the average of the weighted F1
scores over the labels lang1 and lang2. Table 3
shows a comparison of our results and the previous
state of the art. Note that, for Spanish-English and
Hindi-English, the gap of improvement is reason-
able, considering that similar gaps in the validation
experiments are statistically significant. In contrast,
in the case of Nepali-English, we cannot determine
whether our improvement is marginal or substan-
tial since the authors only provide one decimal in
their scores. Nevertheless, Al-Badrashiny and Diab
(2016) use a CRF with hand-crafted features (Al-
Badrashiny and Diab, 2016), while our approach
does not require any feature engineering.

5.2 POS Tagging and NER

We use LID to adapt the English pre-trained knowl-
edge of ELMo to the code-switching setting, effec-
tively generating CS-ELMo. Once this is achieved,
we fine-tune the model on downstream NLP tasks
such as POS tagging and NER. In this section, our
goal is to validate whether the CS-ELMo model can
improve over vanilla ELMo, multilingual BERT,
and the previous state of the art for both tasks.
More specifically, we use our best architecture (Exp
3.3) from the LID experiments 1) without the code-
switching adaptation, 2) with the code-switching

NER System Dev F1 Test F1

ML-BERT 61.11 64.56
ELMo + BLSTM + CRF 59.91 63.53
Best at CALCS (Trivedi et al., 2018) - 63.76
Prev. SOTA (Winata et al., 2019) - 66.63

Architecture: CS-ELMo + BLSTM + CRF
Exp 5.1: No CS knowledge 62.59 66.30
Exp 5.2: CS knowledge frozen 64.39 67.96
Exp 5.3: CS knowledge trainable 64.28 66.84

Table 5: The F1 scores on the Spanish-English NER
dataset. CS knowledge means that the CS-ELMo ar-
chitecture (see Figure 2A) has been adapted to code-
switching by using the LID task.

adaptation and only retraining the inference layer,
and 3) with the code-switching adaptation and re-
training the entire model.

POS tagging experiments. Table 4 shows our
experiments on POS tagging using the Hindi-
English dataset. When we compare our CS-ELMO
+ BLSTM + CRF model without CS adaptation
(Exp 4.1) against the baseline (ELMo + BLSTM
+ CRF), the performance remains similar. This
suggests that our enhanced n-gram mechanism can
be added to ELMo without impacting the perfor-
mance even if the model has not been adapted to
CS. Slightly better performance is achieved when
the CS-ELMo has been adapted to code-switching,
and only the BLSTM and CRF layers are retrained
(Exp 4.2). This result shows the convenience of our
model since small improvements can be achieved
faster by leveraging the already-learned CS knowl-
edge while avoiding to retrain the entire model.
Nevertheless, the best performance is achieved by
the adapted CS-ELMO + BLSTM + CRF when
retraining the entire model (Exp 4.3). Our results
are better than the baselines and the previous state
of the art.

Interestingly, our model improves over multilin-
gual BERT, which is a powerful and significantly
bigger model in terms of parameters. Our intuition
is that this is partly due to the word-piece tokeniza-
tion process combined with the transliteration of
Hindi. The fact that we use the multilingual ver-
sion of BERT does not necessarily help to handle
transliterated Hindi, since Hindi is only present
in BERT’s vocabulary with the Devanagari script.
Indeed, we notice that in some tweets, the origi-
nal number of tokens was almost doubled by the
greedy tokenization process in BERT. This behav-
ior tends to degrade the syntactic and semantic
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Figure 3: Visualization of the tri-gram attention weights for the 2016 Spanish-English LID dataset. The boxes
contain the tri-grams of the word below them along with the right (3) or wrong (7) predictions by the model.

information captured in the original sequence of to-
kens. In contrast, ELMo generates contextualized
word representations out of character sequences,
which makes the model more suitable to adapt to
the transliteration of Hindi.

NER experiments. Table 5 contains our exper-
iments on NER using the 2018 CALCS Spanish-
English dataset. Exp 5.1 shows that the enhanced
n-gram mechanism can bring improvements over
the ELMo + BLSTM + CRF baseline, even though
the CS-ELMo has not been adapted to the code-
switching setting. However, better results are
achieved when the CS-ELMo model incorporates
the code-switching knowledge in both Exp 5.2
and 5.3. Unlike the POS experiments 4.2 and
4.3, fixing the parameters of CS-ELMo model
yields better results than updating them during
training. Our intuition is that, in the NER task,
the model needs the context of both languages to
recognize entities within the sentences, and having
the code-switching knowledge fixed becomes ben-
eficial. Also, by freezing the CS-ELMo model, we
can accelerate training because there is no back-
propagation for the CS-ELMo parameters, which
makes our code-switching adapatation very practi-
cal for downstream tasks.

6 Analysis

Position embeddings. Localizing n-grams within
a word is an important contribution of our method.
We explore this mechanism by using our fine-tuned
CS-ELMo to predict the simplified LID labels on
the validation set from the secondary task (i.e., the
predictions solely rely on morphology) in two sce-
narios. The first one uses the position embeddings
corresponding to the actual place of the character
n-gram, whereas the second one chooses position
embeddings randomly. We notice a consistent de-
cay in performance across the language pairs, and a

variation in the confidence of the predicted classes.
The most affected language pair is Spanish-English,
with an average difference of 0.18 based on the
class probability gaps between both scenarios. In
contrast, the probability gaps in Hindi-English and
Nepali-English are substantially smaller; their av-
erage differences are 0.11 and 0.09, respectively.

Position distribution. Considering the previous
analysis and the variations in the results, we gather
insights of the attention distribution according to
their n-gram positions (see position-aware atten-
tion in Section 3.1). Although the distribution of
the attention weights across n-gram orders mostly
remain similar along the positions for all language
pairs, Spanish-English has a distinctive concentra-
tion of attention at the beginning and end of the
words. This behavior can be caused by the differ-
ences and similarities between the language pairs.
For Spanish-English, the model may rely on in-
flections of similar words between the languages,
such as affixes. On the other hand, transliterated
Hindi and Nepali tend to have much less overlap
with English words (i.e., words with few charac-
ters can overlap with English words), making the
distinction more spread across affixes and lemmas.

Attention analysis. Figure 3 shows the tri-gram
attention weights in the Spanish-English LID
dataset. The model is able to pick up affixes that
belong to one or the other language. For instance,
the tri-gram -ing is commonly found in English at
the end of verbs in present progressive, like in the
word coming from the figure, but it also appears in
Spanish at different places (e.g., ingeniero) making
the position information relevant. On the contrary,
the tri-grams aha and hah from the figure do not
seem to rely on position information because the
attention distribution varies along the words. See
more examples in Appendix E.
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Error analysis. Morphology is very useful for
LID, but it is not enough when words have sim-
ilar spellings between the languages. We in-
spect the predictions of the model, and find cases
where, for example, miserable is gold-labeled as
ambiguous but the model predicts a language
(see the top-right tweet in Figure 3). Although we
find similar cases for Nepali-English and Hindi-
English, it mostly happens for words with few char-
acters (e.g., me, to, use). The model often gets such
cases mislabeled due to the common spellings in
both languages. Although this should be handled
by context, our contribution relies more on mor-
phology than contextualization, which we leave for
future work.

7 Conclusion and Future Work

We present a transfer learning method from English
to code-switched languages using the LID task.
Our method enables large pre-trained models, such
as ELMo, to be adapted to code-switching settings
while taking advantage of the pre-trained knowl-
edge. We establish new state of the art on LID
for Nepali-English, Spanish-English, and Hindi-
English. Additionally, we show the effectiveness
of our CS-ELMo model by further fine-tuning it
for NER and POS tagging. We outperform multi-
lingual BERT and homologous ELMo models on
Spanish-English NER and Hindi-Enlgish POS tag-
ging. In our ongoing research, we are investigating
the expansion of this technique to language pairs
where English may not be involved.
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Appendix for “From English to
Code-Switching: Transfer Learning with

Strong Morphological Clues”

A Language Identification Distributions

Table 6 shows the distribution of the language iden-
tification labels across the CALCS datasets.

Labels Nep-Eng Spa-Eng Hin-Eng

lang1 71,148 112,579 84,752
lang2 64,534 119,408 29,958
other 45,286 55,768 21,725
ne 5,053 5,693 9,657
ambiguous 126 404 13
mixed 177 54 58
fw 0 30 542
unk 0 325 17

Table 6: Label distribution for LID datasets.

We notice that the CALCS datasets have mono-
lingual tweets, which we detail at the utterance-
level in Table 7. We use the information in this
table to measure the rate of code-switching by us-
ing the Code-Mixed Index (CMI) (Gambäck and
Das, 2014). The higher the score of the CMI, the
more code-switched the text is. We show the CMI
scores in Table 8.

Labels Nep-Eng Spa-Eng Hin-Eng

code-switched 9,868 8,733 3,237
lang1 1,374 8,427 3,842
lang2 1,614 7,273 298
other 11 697 44

Table 7: Utterance level language distribution for lan-
guage identification datasets.

B Parts-of-Speech Label Distribution

Table 9 shows the distribution of the POS tags for
Hindi-English. This dataset correspond to the POS
tagging experiments in Section 5.2.

Corpus CMI-all CMI-mixed

Nepali-English 2014 19.708 25.697
Spanish-English 2016 7.685 22.114
Hindi-English 2018 10.094 23.141

Table 8: Code-Mixing Index (CMI) for the language
identification datasets. CMI-all: average over all utter-
ances in the corpus. CMI-mixed: average over only
code-switched instances.

POS Labels Train Dev Test

X 5296 790 1495
VERB 4035 669 1280
NOUN 3511 516 1016
ADP 2037 346 599
PROPN 1996 271 470
ADJ 1070 170 308
PART 1045 145 23
PRON 1013 159 284
DET 799 116 226
ADV 717 100 204
CONJ 571 77 161
PART NEG 333 43 92
PRON WH 294 39 88
NUM 276 35 80

Table 9: The POS tag distribution for Hindi-English.

C Named Entity Recognition Label
Distribution

Table 10 shows the distribution of the NER labels
for Spanish-English. This dataset corresponds to
the NER experiments in Section 5.2.

NER Classes Train Dev Test

person 6,226 95 1,888
location 4,323 16 803
organization 1,381 10 307
group 1,024 5 153
title 1,980 50 542
product 1,885 21 481
event 557 6 99
time 786 9 197
other 382 7 62

NE Tokens 18,544 219 4,532
O Tokens 614,013 9,364 178,479

Tweets 50,757 832 15,634

Table 10: The distribution of labels for the Spanish-
English NER dataset from CALCS 2018.

D Hyperparameters and Fine-tuning

We experiment with our LID models using Adam
optimizer with a learning rate of 0.001 and a
plateau learning rate scheduler with patience of
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https://www.aclweb.org/anthology/W18-6115
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Figure 4: Visualization of the attention weights at the tri-gram level for the Hindi-English 2018 dataset on the LID
task. The boxes contain the tri-grams of the word below them. We also provide the predicted label by the model,
and whether it was correct or wrong.

5 epochs based on the validation loss. We train our
LID models using this setting for 50 epochs. For
the last block of experiments in Table 2, we use a
progressive fine-tuning process described below.

Fine-tuning. We fine-tune the model by progres-
sively updating the parameters from the top to the
bottom layers of the model. This avoids losing the
pre-trained knowledge from ELMo and smoothly
adapts the network to the new languages from the
code-switched data. We use the slanted triangu-
lar learning rate scheduler with both gradual un-
freezing and discriminative fine-tuning over the
layers (i.e., different learning rates across layers)
proposed by Howard and Ruder (2018). We group
the non-ELMo parameters of our model apart from
the ELMo parameters. We set the non-ELMo pa-
rameters to be the first group of parameters to be
tuned (i.e., parameters from enhanced character n-
grams, CRF, and BLSTM). Then, we further group
the ELMo parameters as follows (top to bottom):

1. the second bidirectional LSTM layer,

2. the first bidirectional LSTM layer,

3. the highway network,

4. the linear projection from flattened convolu-
tions to the token embedding space,

5. all the convolutional layers, and 6) the charac-
ter embedding weights.

Once all the layers have been unfrozen, we update
all the parameters together. This technique allows
us get the most of our model moving from English
to a code-switching setting. We train our fine-tuned
models for 200 epochs and a initial learning rate of
0.01 that gets modified during training.

Additionally, we use this fine-tuning process for
the downstream NLP task presented in the paper
(i.e., NER and POS tagging).

E Visualization of Attention Weights for
Hindi-English

Figure 4 shows the attention behavior for tri-grams
on the Hindi-English dataset. Similar to the cases
discussed for Spanish-English in the main content,
we observe that the model learns tri-grams like -ing,
-ian for English and iye, isi for Hindi.


