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Abstract

Automatic summarization methods can be classified into two major spectrums: extractive
summarization and abstractive summarization. Although abstractive summarization methods
can produce a summary by using different words and phrases that were not in the given
document, it usually leads to an influence summary. On the contrary, extractive summarization
methods generate a summary by copying and concatenating the most important sentences in
the given document, which usually can provide a more continuous and readable summary.
Recently, BERT (Bidirectional encoder representation from transformers)-based extractive
summarization methods usually leverage BERT to encode each sentence into a fixed low-
dimensional vector, and then a fine-tuned BERT model can be used to predict a score for each
sentence. On top of the predicted scores, we can rank these sentences and form a summary for
a given document. In this paper, we propose an enhanced BERT-based extractive
summarization framework (EBSUM), which not only takes sentence position information and
RL training into account, but the maximal marginal relevance (MMR) criterion is also be
considered. In our experiments, we evaluate the proposed framework on the CNN/DailyMail
benchmark corpus, and the results demonstrate that EBSUM can achieve a better result than

other classic extractive summarization methods.
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