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Abstract

In a spoken question answering (SQA) system, a straightforward strategy is to transcribe given
speech utterances into text using an ASR system. After that, classic methods can be readily
used to the auto-transcribe text. However, such a strategy usually can not achieve a good

performance due to the recognition errors. In order to mitigate the problem, in this paper, we
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propose a feature-granularity training strategy for SQA. Specifically, the proposed method is a
training strategy, thus we don’t need to modify the classic SQA (or QA) methods. In the
experiments, we evaluate the proposed feature-granularity training strategy on a Chinese
machine reading comprehension task. The results demonstrate that the proposed strategy can
overcome the effects caused by the recognition errors on the spoken machine reading

comprehension task.
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