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Introduction

Welcome to NSURL2019, the First International Workshop on NLP Solutions for Under Resourced Lan-
guages (NSURL 2019) co-located with ICNLSP 2019, held on September 11th, 12th 2019, at the Univer-
sity of Trento in Italy. NSURL is an opportunity and a forum for researchers and students to exchange
ideas and discuss research and trends in the field of Natural Language Processing and Speech Processing.
26 papers have been submitted to NSURL 2019. 19 of them have been accepted. All the papers have
been presented orally. The workshop, indeed, has been an interesting forum for solving NLP problems
for low-resourced languages.

The attendance beneficiated from the two keynotes presented at ICNLSP 2019. The first one, entitled "De-
tecting the fake news before they were even written", presented by Dr. Preslav Nakov from Qatar Com-
puting Research Institute (QCRI), Qatar. The second keynote "One world - seven thousand languages"
presented by Prof. Fausto Giunchiglia from University of Trento, Italy. We would like to acknowledge the
support provided by University of Trento and Data-Scientia. We would like also to express our gratitude
to the organizing and the program committees for the hard and valuable contributions.

Abed Alhakim Freihat, and Mourad Abbas
Trento, September 2019
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Invited Talks

Detecting the ''Fake News'' before they were even written
Preslav Nakov

Given the recent proliferation of disinformation online, there has been also growing research interest in
automatically debunking rumors, false claims, and "fake news". A number of fact-checking initiatives
have been launched so far, both manual and automatic, but the whole enterprise remains in a state of
crisis: by the time a claim is finally fact-checked, it could have reached millions of users, and the harm
caused could hardly be undone. An arguably more promising direction is to focus on fact-checking entire
news outlets, which can be done in advance. Then, we could fact-check the news before they were even
written: by checking how trustworthy the outlets that published them are.

We will show how we do this in the Tanbih news aggregator (http://www.tanbih.org/), which
makes users aware of what they are reading. In particular, we develop media profiles that show the
general factuality of reporting, the degree of propagandistic content, hyper-partisanship, leading political
ideology, general frame of reporting, stance with respect to various claims and topics, as well as audience
reach and audience bias in social media.

One world - seven thousand languages
Fausto Giunchiglia

We present a large scale multilingual lexical resource, the Universal Knowledge Core (UKC), which is
organized like a Wordnet with, however, a major design difference. In the UKC, the meaning of words is
represented not only with synsets, but also using language independent concepts which cluster together
the synsets which, in different languages, codify the same meaning. In the UKC, it is concepts and not
synsets, as it is the case in the Wordnets, which are connected in a semantic network. The use of language
independent concepts allows for the native integrability, analysis and use of any number of languages,
with important applications in, e.g., multilingual language processing, reasoning (as needed, for instance,
in data and knowledge integration) and image understanding.
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Abstract

Question semantic similarity (Q2Q) is a chal-
lenging task that is very useful in many NLP
applications, such as detecting duplicate ques-
tions and question answering systems. In this
paper, we present the results and findings of
the shared task (Semantic Question Similarity
in Arabic). The task was organized as part of
the first workshop on NLP Solutions for Un-
der Resourced Languages (NSURL 2019) The
goal of the task is to predict whether two ques-
tions are semantically similar or not, even if
they are phrased differently. A total of 9 teams
participated in the task. The datasets created
for this task are made publicly available to sup-
port further research on Arabic Q2Q.

1 Introduction

Semantic Textual Similarity (STS) is a core task in
Natural Language Processing and Understanding
(NLP/NLU). Simply put, STS is concerned with
inferring the similarity in meaning between a pair
of sentences. It should be mentioned that there are
other levels of granularity for STS such as: Lex-
ical (i.e. single words), full paragraphs or whole
documents.

In this paper, we focus on the STS of a question
pair (or Q20 Similarity). We assume that if two
questions have the same answers, then they are se-
mantically similar. Otherwise, if the answers are
different or partially different, then the pair is con-
sidered non-equivalent.

STS provides the basis for Question Answering
systems (QA). As the name suggests, QA systems
are computer systems which can answer questions
posed in a natural language form. These ques-
tions can be of either factoid or non-factoid nature.
Factoid questions can be defined as questions for
which a complete answer can be given in 50 bytes
or less (a few words) (Soricut and Brill, 2004).
These are typically questions that start with who,
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what, when or where, and have definitive answers.
Non-factoid questions, on the other hand, require
longer answers. They are mainly instructional or
explanatory in nature.

One possible way to build QA systems using
STS is having predefined questions along with
their answers. When a user asks a question, a
ranked list of these questions can be obtained, and
based on that list, the best answer can be returned
to the user. This method can be used, both, for
factoid and non-factoid questions.

One important application to Q2Q is identify-
ing duplicate questions in community question an-
swering platforms (e.g., quora.com). Users may
ask questions that might be already asked and an-
swered by the community. Finding these dupli-
cate questions saves the effort and time spent in
answering already answered questions. However,
detecting duplicate questions is challenging be-
cause these questions, although are semantically
similar, they might be phrased differently. More-
over, dealing with the Arabic language in Q2Q
similarity is challenging due to several factors.
Arabic Q2Q datasets are scarce and limited in size.
Moreover, the Arabic language is one of the most
morphologically rich languages.

In this paper, we present the results and find-
ings of the shared task (Semantic Question Simi-
larity in Arabic). The task was organized as part
of the first workshop on NLP Solutions for Un-
der Resourced Languages (NSURL 2019)! The
goal of the task is to predict whether two ques-
tions are similar or not. A total of 9 teams par-
ticipated in the task. Among them, 4 teams have
provided description papers, which are included in
the NSURL workshop proceedings.

The rest of this paper is organized as the follow-
ing. In Section 2, we discuss previously published

'http://nsurl.org/



work relating to Q2Q in Arabic. Section 3 pro-
vides an overview of the datasets used in the task.
Next, in Section 4 we briefly describe the partici-
pants and the approaches they propose. Then we
discuss the experiments and analyze the results of
the competition in Section 5. Finally, we conclude
in Section 6.

2 Related Work

Despite its importance and utility in NLP applica-
tions, research on STS at the level of sentences and
higher, has only picked up steam in the past ten
years (Cer et al., 2017). Nonetheless a lot has been
accomplished since, but mainly in the English lan-
guage. In the case of Arabic, there is plenty of
room for new research to advance the current state
of the art in this regard (Alian and Awajan, 2018)
(Nakov et al., 2016). Therefore, most of our re-
view below will focus on methods developed and
used in English mainly, which might not be di-
rectly applicable to Arabic.

Some of the earliest methods used in the field
made extensive use of so-called knowledge-based
semantic similarities between words (Majumder
et al., 2016). These can be thought of as lexical
databases that model the semantic relationships of
different words, taking into consideration their dif-
ferent senses. At the center of these databases
is the concept of “synsets”, which are groups of
words that refer to a specific concept. The most
popular such database is WordNet (Miller and
Fellbaum, 2007). With the assistance of word
alignment methods, various meaningful numerical
features pertaining to the lexical units comprising
a pair of sentences can be obtained from Word-
Net. Combined with other textual features, such
as Part of Speech (POS), and Term Frequency -
Inverse Document Frequency (TF-IDF), and fed
into strong classifiers, such methods obtain very
good results, albeit on closed domains of assess-
ment (Saric et al., 2012; Sogancioglu et al., 2017;
Pilehvar et al., 2013). Nonetheless, it can be eas-
ily seen that the construction of such databases, is
very expensive in terms of human effort.

Semantic relationships can be modeled using
another class of methods named Word Vector Rep-
resentations (WVR). One of the biggest advan-
tages of such methods is that they are typically
trained in an unsupervised manner, making their
construction very cheap in terms of human anno-
tation. Some of these methods include Word2Vec

(Mikolov et al., 2013), Glove (Pennington et al.,
2014), ELMo (Peters et al., 2018) and BERT (De-
vlin et al., 2018). These word representations sig-
nificantly boost the performance of machine learn-
ing algorithms (Mikolov et al., 2013), especially
deep learning-based approaches.

One of the earlier and more basic methods of
using WVR in STS, consisted in pooling the cor-
responding dimensions of tokens in a given sen-
tence, using a specific pooling method, such as
the average, or the maximum, to obtain a sentence
level representation from WVR. The representa-
tion of each sentence in the pair would then serve
as the input into a classifier or a predefined mea-
sure of similarity. One of the obvious advantages
of such a method is its simplicity, and that it can be
readily used in many classes of machine learning
algorithms. However, it is apparent that by using
pooling, we are losing all the information about
the order of tokens in the original sentences, which
definitely matters in defining the meaning of a sen-
tence. Additionally, by using pooling methods,
we are assuming that words and sentences can be
represented using the same space size, which is a
limitation of such a method (Wieting and Kiela,
2019).

One relatively recent advancement in STS,
which accounts for the shortcomings of the pool-
ing methods is the Siamese Recurrent Architec-
ture (Mueller and Thyagarajan, 2016). By us-
ing two Recursive Neural Networks (RNNs), with
shared weights, the pair of sentences are encoded
into a higher dimensional space than the WVR
used for the constituent tokens. Given the sequen-
tial nature of RNNs, this encoding takes into ac-
count the order of tokens in each sentence. The
encoding is then fed into a feedforward dense neu-
ral network, with a value between 0 and 5 to pre-
dict the semantic similarity of the pair. One of the
advantages of this method when it comes to in-
ference, is that it can be used to produce a sen-
tence level representation, which, with the use of
a simple distance matrices, can be used to mea-
sure the similarity between two sentences without
the need for the feedforward step (Neculoiu et al.,
2016). This translates to much higher scalabil-
ity in industrial applications. Another advantage
is that it can be modified to account for errors in
spelling (Neculoiu et al., 2016). Nonetheless, a
major drawback of this method is that it requires a
substantial amount of annotated data for training.



One method which overcome this limitation is
Skip-thought Vectors (SV) (Kiros et al., 2015),
which learn to embed text at the level of sentences,
by training on continuous text (e.g. books and
articles) in an unsupervised fashion. The repre-
sentations can then used as feature inputs with the
method of choice to predict the STS score. How-
ever, training SV requires very long period of time
(it took about one month back in 2015 (Wieting
and Kiela, 2019)).

One problem that most sequential deep learn-
ing methods suffer from is that the longer the se-
quence of text to encode is, the less efficient the
representation becomes (Olah and Carter, 2016).
This problem has been recently tackled by exploit-
ing the attention mechanism in deep learning ar-
chitectures. With the use of multi-head attention
mechanism in constructing sentence embeddings,
the state of the art of NLP in many STS dependent
tasks has been significantly increased (Lin et al.,
2017).

Another recent and novel development per-
taining to STS, makes use of conversational
data (Yang et al., 2018). The premise here is that
sentences that are semantically related, will elicit
similar responses in a conversation. However, an
obvious shortcoming of such a method is that it is
by design geared toward conversational tasks, as
opposed to tasks that are factual by nature.

In a new research, (Al-Bataineh et al., 2019)
tackles the issue of handling multiple dialects of
the same language. The novel approach makes use
of deep contextualized word embeddings (Peters
et al., 2018) in addition to focus layer (He and Lin,
2016) to overcome out-of-vocabulary introduced
by dialectical words.

As it stands now, the state of the art in STS are
Universal Sentence Encoders (USE) (Cer et al.,
2018). These encoders are trained on a wide va-
riety of data types and tasks (i.e. using different
signals such as entailment and SV like signals),
with the idea of transfer learning at their heart.
Under the hood, USEs can be powered by one of
two deep learning architectures; the first is a trans-
former network, while the other is a deep averag-
ing network. The main difference between these
two versions, is that with the former, higher ac-
curacies can be achieved, but with longer training
times, whereas for the latter, training is less com-
putationally intensive, at the expense of some ac-
curacy in the final outcome.

Table 1: Mawdoo3 Q2Q dataset statistics.

Set | Similar | Not Similar | total
Train | 5,397 6,600 11,997
Test 1,718 1,997 3,715
Total | 7,115 8,597 15,712
3 Dataset

Despite the fact that there is a number of
public datasets for QA in English language
(such as SQuAD (Rajpurkar et al., 2016) and
CoQA (Reddy et al., 2018) to name a few, there is
a dearth of such datasets in Arabic. Therefore, we
have developed a dataset® of 15, 712 pairs of ques-
tions, that were annotated and verified by an inter-
nal team of qualified natural language annotators.
Each pair has a ground truth of either “0” (no se-
mantic similarity), or “1” (denoting semantically
similar pairs). We have randomly selected 11,997
pairs for training and used the remaining 3,715 for
testing. We made sure that the collected data is
balanced, where the number of similar question
pairs is comparable with the not similar ones. Ta-
ble 1 shows a detailed statistics of Mawdoo3 Q2Q
dataset.

These questions were designed specifically to
contain a balanced number of factoid and non-
factoid questions. Additionally, great care was
taken in assuring that the pairs of questions have
varying STS and LS similarity, in a way that mim-
ics the population of questions asked on the inter-
net by Arabic language users. For example:

g;f(ijﬂ‘ §ascd ) Q\Zgjﬂ S 98

which translates to “Who is the president of the
United States of America?”.

Table 1 lists a small sample of the dataset. The
dataset consists of 3 fields, i.e. questionl contain-
ing the text for one of the question pairs, question2
containing the text of the second question, and la-
bel which is either 1 if questionl and question2
have a similar answer, or O if their answers are dif-
ferent. Figure 1 shows a histogram for a number
of words per question against frequency. It can
be seen that the maximum question length is 15
words and that the distribution of both questionl
and question2 is almost the same.

https://ai.mawdoo3.com/
nsurl-2019-task8



Table 2: Sample of the Mawdoo3 Q2Q dataset. The dataset is composed of three columns. The first two are text
fields containing questionl and question2 while the third column shows the label.

questionl question2 label
? U ey Gl G & T il fol i 0
T Lyl % nad &y b G TasS i pad 3 b oo 1
?67{;\&;53,0”&;&5&; ?(gﬂ‘&éﬁﬂjwi 0
Tadl o2 il pad & b G Tagdl a2 il eml as” |
! e U gl dS pasd & b G Tie Sl et O b o 0
T3 olgas o 151 ga> & L 1
ety ‘C%LA!}»\%{ ?5@.[ Pewlall o G b - 0
sl ga fosll s G el G 0
Tl e F kgl g Tl £ s ] 0
Tt Bl e s & b G TR fme nad b e 0
Todl fma G Tt | igj R 0
Tl oo A i oy 0l B | Pl b sk s oal NI
PRy JEE b fa 8 ? ool JEI Jsb oa G 1
$ pan 3 osm sl Jsdl o) g ) s 5 J) 0 pas O Je il 0
Y ftﬂ“dAl‘jA ¢ﬁ ¢ fLJ‘,fJi‘L_;Lf”‘jb u 1
NI TeNl g5 N e G 0
TJs A sl gals T s A sl iy 3 s L
SRR EWN R Nl Gay, 56 1

4 Participants and Systems

The shared task was managed using a Kaggle com-
petition platform? for registration and results sub-
missions. We have published a baseline* that the
participants can reproduce on the same dataset.

A total of 9 teams participated in this task, with
total submissions of 547, and an average of more
than 60 submissions per team. In this section, we
report the methodologies used for four different
teams.

4.1 The Inception

The Inception team members applied different
deep learning approaches, including BERT model
(Devlin et al., 2018). They fine-tuned the multi-
lingual BERT model (Devlin et al., 2018) on the

*https://www.kaggle.com/c/
nsurl-2019-task8

‘nttps://github.com/mawdoo3/q2q_
workshop

sentence similarity task.

They tried various combinations of hyperpa-
rameters. For the set of parameters that made
the best predictions, they repeated the experiment
with different random seeds, then created an en-
semble model by voting between the prediction
results of these experiments. The ensemble that
is composed of 3 models performed better on the
public dataset while 4, 5, and 6 models have better
scores on the private dataset.

4.2 Tha3aroon

Tha3aroon team did heavy work on the dataset
level before building the model. First, they made
sure that punctuation marks are separated from the
words by making sure that characters surrounding
the punctuation marks are spaces. Next, they aug-
mented the dataset 4 different methods:

¢ Positive Transitive: If A is similar to B, and
B is similar to C, then A is similar to C.
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Figure 1: Distribution of question lengths (word count)
in Mawdoo3 Q2Q dataset. The figure on the left shows
Question 1 histogram, and Question 2 on the right.

* Negative Transitive: If A is similar to B, and
B is NOT similar to C, then A is NOT similar
to C. This rule combined with the previous
one generates 5,490 extra examples (17,487
total).

e Symmetric: If A is similar to B then B is
similar to A, and if A is not similar to B then
B is not similar to A. This rule doubles the
number of examples to 34,974 in total.

* Reflexive: By definition, a question A is sim-
ilar to itself. This rule generates 10,540 extra
positive examples (45,514 total) which help
balance the positive and negative examples.

After the augmentation process, the training
data contains 45,514 examples (23,082 positive
examples and 22,432 negative ones).

To build meaningful representations for the in-
put sequences, they used Arabic ELMo (Peters
et al., 2018) pre-trained model > to extract contex-
tual words embeddings and feed them as an input
to the model. The model then consists of three
components:

1. Sequence representation extractor: which
takes the ELMo embeddings related to each
word in the question as an input and feeds
them to two special kinds of LSTM layers
called Ordered Neurons LSTM (ON-LSTM)
(Shen et al., 2018) and applies sequence
weighted attention (Felbo et al., 2017) on the
outputs of the second ON-LSTM layer to get

>https://github.com/HIT-SCIR/ELMoForManyLangs

‘ input_5: InputLayer | input_6: InputLayer

NS

embedding_1: Embedding ‘

l

’ bidirectional_1(lstm): Bidirectional(CuDNNGRU) |

bidirectional_2(cu_dnngru_3): Bidirectional(CuDNNGRU) ‘

bidirectional_3(cu_dnngru_4): Bidirectional(CuDNNGRU) ‘

Figure 2: onekaggler model

the final question representation, this compo-
nent uses the same weights to compute rep-
resentations for pair questions.

2. Merging layer: After extracting the rep-
resentations related to each question, they
merged the representations using a pairwise
squared distance function applied on the pair
questions representation vectors.

3. Deep neural network: Consisting of four
fully-connected layers that take the merged
representation vector as an input and predicts
the label using a sigmoid function as an out-
put.

4.3 onekaggler

The onekaggler team has built a neural network
model illustrated in Figure 2. The model con-
sists of two input layers for questionl and ques-
tion2, a shared trainable word embedding layer,
using Word2Vec model (Mikolov et al., 2013), ini-
tialized with Aravec tweets_cbow_300 embedding
model (Soliman et al., 2017), and a stack of 3 bidi-
rectional GRU layers with 256, 128, 64 hidden
nodes, respectively. The output layer is the dot
product (which calculates cosine similarity) be-
tween the outputs of the last layer of questionl and
question2. The team uses mean-squared-error as a
loss function alongside with Nesterov Adam opti-
mizer. They achieve 99% accuracy on the valida-
tion set and under 94% on the test set.

4.4 Speech Translation

The Speech Translation team members have
gathered feature set using sklearn’s Vector-



izer Analyzer with three setups; word-level,
char-level, and char_Wb-level. They
have examined the use of n-grams (1, 2, 3, 4, and
5) for the three setups. As a preprocessing step,
they applied punctuation removal, stop words fil-
ter, and text normalization. These features, com-
bined with word stemming and POS tagging, are
used for model training and testing. The team has
compared the performance of a set of classifiers:
BNB, LogReg, LSVM, MNB, PassAgg, PRP and
SGD as well as CNN. The best performance is
achieved by LSVM classifier.

5 Results and Discussion

Table 3 shows a summary of results for the partic-
ipating teams. The Inception team has topped the
list by achieving an accuracy score of 0.9592 using
BERT models. ELMo model built by Tha3aroon
scored second with an accuracy of 0.9485. This
model was trained using the augmented dataset of
45,514 data samples. onekaggler team has scored
third among all participants with 0.9481 accuracy
using a stack of three Bidirectional GRUs. Speech
Translation team has used 1 to 5 n-grams of words
and characters and has experimented with several
classifiers to score 0.8270, achieving the 7%".

Table 3: Results for Semantic Question Similarity in
Arabic. The table shows the 9 teams who participated
in the workshop sorted in descending accuracy score.

# Team Name Score

1 The Inception 0.95924
2 Tha3aroon 0.94848
3 onekaggler 0.94809
4 Ayat Abedalla 0.91311
5 Dan Ofer 0.89465
6 heza 0.85736
7 | Speech Translation | 0.82698
8 AtyNegar 0.82583
9 Eyad Sibai 0.71434

One of the main takeaways is that BERT model
accuracy is higher than ELMo model even when
it was fine-tuned on an augmented dataset. The
BERT model learns the representation of sub-
words while ELMo is character based model that
uses convolution layers to learn word embeddings
that handle out of vocabulary words. The reported
results show that BERT is able to strike a good
balance between a character based and word based
representations and capture the word semantics for

the problem of Arabic Q2Q.

Both of ELMo and BERT were able to outper-
form the traditional Word2Vec embeddings that is
not able to capture contextual semantics nor learns
subword embeddings. This proves that Arabic
language (a morphologically rich language) com-
plicates the training phase for such models be-
cause it needs to learn a completely new embed-
ding for each morphology and is unable to gen-
eralize learnings across word variations. A word
root in the Arabic language can have up to 1000
variation, Word2Vec needs to learn a number of
weights equal to the number of variations multi-
plied by the vector size, while BERT and ELMo
will only need to learn the word prefixes, roots,
and word prefixes.

An interesting experiment would be to train
BERT on the augmented data developed by
Tha3aroon.

6 Conclusion

In this paper, we described the Arabic question
similarity (Q2Q) shared the task that was orga-
nized in the workshop on NLP Solutions for Un-
der Resourced Languages (NSURL 2019). The
dataset of the shared task was made publicly avail-
able as a benchmark of this NLP task. A total of
9 teams participated in the task in which we pro-
vided a brief description of 4 of them who submit-
ted their system description. The use of recent ap-
proaches in text embedding, i.e., BERT and EIMo,
was a big factor in obtaining the best performing
results. Another approach was using data augmen-
tation that boosted up the performance. Also, an
approach of using a neural network with Adam op-
timizer and an input layer that is initialized with
pre-trained word vectors of the question pair was
a well-performing solution. The ample number of
participants in this workshop is an indication of
the importance and interest in the Arabic language
and Arabic semantic textual similarity. As future
work, we would like to consider extending the task
to news headlines as well as article titles.
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Abstract

NSURL-2019 Task 7 focuses on Named En-
tity Recognition (NER) in Farsi. This
task was chosen to compare different
approaches to find phrases that specify
Named Entities in Farsi texts, and to es-
tablish a standard testbed for future re-
searches on this task in Farsi. This pa-
per describes the process of making train-
ing and test data, the list of participating
teams (6 teams), and evaluation results of
their systems. The best system obtained
85.4% of Fy score based on phrase-level
evaluation on seven classes of NEs includ-
ing person, organization, location, date,
time, money, and percent.

1 Introduction

Named Entity Recognition (NER) is defined
as the task of identifying relevant nouns such
as persons, products, and genes which are
mentioned in a text. NER is an important task
as it is usually employed as a primary step in
the other tasks such as event detection from
news, customer support for on-line shopping,
knowledge graph construction, and biological
analysis (Bokharaeian et al., 2017).

NER is a famous and well-studied task
in English (Yadav and Bethard, 2018) and
some other languages like Arabic (Shaalan,
2014; Helwe and Elbassuoni, 2019; Taghizadeh

et al., 2018) and German (Riedl and Padé,
2018). However, this task is not highly ex-
amined in Farsi because there is no standard
benchmark for it. Although there are some
Farsi NER corpora such as PEYMA (Shahsha-
hani et al., 2018), ArmanPersoNER (Poost-
chi et al., 2016), A’laam(Hosseinnejad et al.,
2017), and Persian-NER!; none of them is
known as standard data set to the research
community. Moreover, the type of named en-
tities and annotation guidelines are different
in each corpus. Because of the diversity of an-
notation types and data sets which were used
for training and test, the result of current re-
searches on Farsi NER cannot be directly com-
pared.

The goal of this competition was to bring
Farsi NER researchers together. We introduce
a large scale corpus containing about 900K to-
kens as the training data for this task. To eval-
uate the participating teams, a test set was
prepared which contains 150K tokens. The
training and test set follow the same anno-
tation schema. These data sets are publicly
available for further researches?. The domain
of all data is the news sentences because they
are the most entity-rich.

"https://github. com/Text-Mining/Persian-NER
’https://github.com/nasrin-taghizadeh/
NSURL-Persian-NER



Participants were allowed to use any public
data and resources such as Farsi Wikipedia®
and Farsi Knowledge Graph? (Sajadi et al.,
2018) in addition to the official training data of
the shared task in the process of making their
system. In this case, they must thoroughly de-
scribe those resources and the way they used
them.

To the best of our knowledge, this is the first
shared task in Farsi. Since Farsi belongs to the
group of low-resource languages (Taghizadeh
and Faili, 2016; Fadaei and Faili, 2019), the
availability of annotated corpora and resources
will be very useful for future investigation in
this language.

2 Farsi NER

So far, some researchers have been conducted
on Farsi NER. Poostchi et al. (Poostchi
et al., 2018) presented a BiLSTM-CRF model,
which is a recurrent neural network obtained
by a combination of a long short-term mem-
ory (LSTM) and a conditional random field
(CRF). They presented a public data set for
Farsi NER, called ArmanPersoNER, which in-
cludes six types of NEs: person, organization,
location, facility, product, and event. Their
model showed 77.45% of F1 on ArmanPer-
soNER.

Shahshahani et al. (Shahshahani et al.,
2018) presented a hybrid system consisting of
a rule-based and a statistical system. The
rule-based system composed of a large list of
NEs in Farsi in addition to the regular expres-
sions for detecting them. The statistical sys-
tem is a CRF model trained by the PEYMA
corpus. Their system reached 84% of F; for
seven classes of person, organization, location,
date, time, money, and percent, based on 5-
fold validation on the training data.

Hossinnejad et al. (Hosseinnejad et al.,
2017) presented a corpus named A’laam con-
sisting of 13 classes of named entities. They
split this corpus into two parts of 90% and
10% for the training and test, respectively, and
trained a CRF model using the training part.
They obtained 92.9% and 78.5% of precision
and recall, respectively.

Zafarian et al. (Zafarian et al., 2015)

Shttps://fa.wikipedia.org/wiki/
“http://farsbase.net/search/html/index.html

proposed a semi-supervised method for Farsi
NER. They used an un-labeled bilingual data
in addition to a small labeled data to train
their system. They presented a bootstrap
method that iteratively trains a CRF model
using the labeled data as well as those un-
labeled data that the current model predicts
them with high confidence. Their data con-
tains three classes of person, organization, and
location. They reached 67.5% of Fy.

Current researches on Farsi NER use differ-
ent data for the training and test. Most of
these data are not public or annotated with
diverse annotation schema. The evaluation
methods of them are not similar and so their
results cannot be directly compared.

3 The Task

Participating systems have to predict NE tags
for a set of tokenized documents. We defined
two subtasks:

e 3-classes including person, organization,
and location;

e T-classes including date, time, money, and
percent in addition to the three above
classes.

NEs that belong to four classes of date, time,
money, and percent sometimes can be recog-
nized using the rule-based or hybrid meth-
ods (Ahmadi and Moradi, 2015; Riaz, 2010);
while NEs of the classes of person, organiza-
tion, or location are often recognized based on
the gazetteer lists and they are more subject
to ambiguity. Therefore, we have separated
these two subtasks and participants could sub-
mit different systems for them.

3.1 Baseline Method

CoNLL 2003 defined the baseline of NER task
a system which only selects complete unam-
biguous named entities that appear in the
training data. We adapted this baseline as fol-
lows:

e In case of overlap between two candidate
named entities, the longer is selected. For
example, consider three NEs of the train-
ing data: 1) “0d/Iran” which is a lo-
cation, 2) “ed )58 pudas/Islamic Con-
sultative Assembly” which is an organiza-
tion, and 3) “Ol ol Sl ) 5 (udas/Tslamic
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Consultative Assembly of Iran” which
is an organization as well. To extract
named entities from phrase “s!)sd (ulas
O Sl /Tslamic Consultative Assembly
of Iran”, the baseline system selects whole
phrase as an organization instead of sep-
arately tagging Sl ) sd (udae/Tslamic
Consultative Assembly” as an organiza-
tion and “J)d/Iran” as a location.

e When two NEs are next to each other and
have the same tag, they are merged. For
example, there are two NEs in the train-
ing data: “Oee YY/22th of Bahman” and
“\YoV /1357”7 which are date. In the test
phase, the baseline system visits phrase
“YYOV (eg2 YY /22th of Bahman 1357, and
separately selects these two phrases as
date. Then, they are merged to be one
mention. Our analysis showed that this
heuristic is often true. However, in few
cases it may be wrong. For example, con-
sider following sentence:

il el g 8 Ji) 58 il iadila Jg) 4y R

LSl

“The first option for Amano’s successor is
Cornel Fruta, a Romanian diplomat.”

There are two adjacent mentions with
the same person type: “sW/Amano” and
“Us 8 Ji,ys8/Cornel Feruta”, and merging
them into one NE is not correct.

These examples reveal some challenges of
Farsi NER. One challenge is that a unique
named entity may appear in the text with
different names. For example, “s!oss oalase
U 3l /Islamic Consultative Assembly of
Iran”, “al ©l)sd oalas/Islamic  Consulta-
tive Assembly” and “osdas/assembly” are dif-
ferent names of the same entity. While
“Ualas/assembly” is a common noun, it names
an organization. It means that gazetteers are
not sufficient for detecting boundaries of en-
tity mentions.

Another challenge is that two or more entity
mentions may be adjacent in the sentence, in
the sense that there is no word between them.
They may have different or similar types. In
case of similar types, it may be possible or not
to merge them into a unique mention. For ex-
ample adjacent entity mentions of date, mostly

can be merged, such as “Juuole jga aiia 5 Cun
1398

4 Data Set Creation

We presented a training data set which has
two parts: the first part is PEYMA corpus
(Shahshahani et al., 2018) containing 300K to-
kens; the second part has 600K tokens. The
same annotation schema was used for anno-
tating two parts. This annotation schema was
prepared based on two standard guidelines: 1)
MUC? and 2) CoNLLS; then it was adapted for
Farsi linguistic structures (Shahshahani et al.,
2018). In these data sets there are seven
classes of named entities: person, organiza-
tion, location, money, date, time, and percent.

Steps of creating data set include news col-
lection, pre-processing, and named entity tag-
ging. The test data has two parts: in-domain
and out-of-domain. The former was sampled
from the same news websites in the same pe-
riod of time that the training data were col-
lected. The latter was selected from differ-
ent news websites at different times. Specifi-
cally, documents of the training data mostly
were sampled from a few Farsi news websites
between 2016 and 2017; while out-of-domain
documents were sampled from multiple Farsi
news websites from different countries of the
world mainly in 2019. Therefore, in-domain
documents are more similar in word distri-
bution to the training data than the out-of-
domain documents.

Therefore, in-domain documents are more
similar in word distribution to the training
data than the out-of-domain documents. Pre-
processing on news documents was performed
using Persianp toolkit (Mohseni et al., 2016),
which includes tokenization, sentence split,
and normalization. Two annotators performed
the annotation task, and the agreement be-
tween them is 95% which shows the quality of
the annotations. The data format is similar to
the CoNLL 2003, in which each line contains
one word and empty lines represent sentence
boundaries. Annotation format is IOB that
encodes the beginning and inside of the entity
mentions and type of them.

Shttps://www-nlpir.nist.gov/related_
projects/muc/proceedings/ne_task.html

Shttps://www.clips.uantwerpen.be/conl12003/
ner/
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Table 1: Data Statistics

Table 4: Number of unique phrases tagged per
class

Lang | #Doc | #Sent | #Tokens
Training Data Fa 1,456 | 27,130 | 885,296 Data | PER | ORG | LOC [ MON | DAT | TIM | PCT | Total
Test Data Fa 431 4.154 144.526 Training | 5,228 | 4,547 | 2,738 | 1,008 | 1,910 | 338 453 | 16,020

! ! Test | 1,470 | 1,326 | 1,015 | 288 | 628 [ 114 | 97 | 4,917

ArmanPersoNER Fa - 7,682 250,015
CoNLL-2003 En | 1,393 | 22,137 | 301,418
CoNLL-2003 G 909 | 18,973 | 310,318 . .
o ! . : 5.1 Evaluation Metrics

Table 2: Statistics of Test data

Test Data #Doc | #Sent #Tokens
In-domain 196 | 1,571 | 68,063 (47%)
Out-of-domain | 235 | 2,583 | 76,463 (53%)

4.1 Data Statistics

Table 1 represents general statistics of our
Farsi data sets including the number of arti-
cles, sentences, and tokens in comparison with
English and German data sets of the CoNLL
2003. The comparison reveals that the Farsi
training data is a large scale data set that can
be used for further researches on Farsi NER.
Table 2 shows details of the in-domain and
out-of-domain parts of the test data. The two
parts have a nearly equal number of tokens.
Tables 3 and 4 represent the total number
of phrases and the number of unique phrases
tagged for each class of named entities in the
training and test data. Considering the size of
each corpus, the test set is denser in terms of
the entity tags.

5 Participating Systems and
Results

Six teams have participated in both subtasks.
Most of them opted for use of CRF mod-
els and deep learning methods specifically Bi-
LSTM. Because these two models deal with se-
quence tagging problems. Word embeddings,
n-grams, and POS tags were used as features
by the systems. Morphological and ortho-
graphic features of Farsi phrases were used by
some of the participants. Table 5 briefly shows
the models and features used by the partici-
pants.

Table 3: Number of total phrases tagged per class

ORG
14,205

LOC | MON
15,403 | 1,294

DAT | TIM | PCT
4,467 | 571 | 997

Total
49,432

Data
Training

PER
12,495

There are different methods for the evalua-
tion of NER systems. Two main methods are
phrase-level and word-level evaluation. In the
phrase-level evaluation, a phrase is counted as
true-positive for class ¢, if both boundaries of
the phrase and its predicted tag are correct. In
contrast, in word-level evaluation, each word is
considered separately. Therefore, the phrase-
level evaluation is tougher than the word-level
evaluation.

We used evaluation script of conlleval”. This
script computes three measures including pre-
cision, recall, and F; based on the standard
definition. Evaluation of the 3-classes sub-
task has been performed based on the macro-
averaging method. Accordingly, precision and
recall are obtained by averaging of the preci-
sion and recall of the three classes of person,
organization, and location.

Evaluation of 7-classes subtask has been
conducted using the micro-averaging method
due to class imbalance problem, in the sense
that frequencies of NE phrases belonging to
four classes of date, time, money, and percent
are very fewer than the three classes of per-
son, organization and location, according to
the Tables 3 and 4. So, in this case, the micro-
averaging better evaluates the quality of sys-
tems.

5.2 Result

Participating teams mainly used sequence tag-
ging methods including CRF and Bi-LSTM
networks. The feature sets used by them in-
clude lexical, morphological, and structural
features. Tables 6 and 7 show the evalua-
tion results of 3-classes and 7-classes subtasks,
respectively. Generally, results of the word-
level evaluation are higher than the phrase-
level evaluation. Moreover, the results of the
evaluation by the in-domain data are higher
than the out-of-domain data in terms of the
F score. All teams outperformed the baseline

Test 2,738 | 3,160 | 4,081 357 | 1,147 | 165 156 | 11,804

"https://github.com/sighsmile/conlleval
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Table 5: Description of Participating Systems

Team Model Word Embeddings Features
MorphoBERT BERT -+ BiLSTM BERT for token representa.tlon cluster number of words,
word2vec for word clustering morphology

Beheshti-NER-1 Transformer-CRF BERT -

Team-3 CRF - -

ICTRC-NLPGroup CRF - n-gram, lemma, linguistics rules

UT-NLP-IR CRF i POS, NP-chunk, word n-gram,
char n-gram, stem, lemma

] word unigram, char 5-grams,
SpeechTrans SVM ) POS, stem, normalized surface
Baseline heuristic - -

and ranking of the teams are the same based
on all kinds of the evaluations.

The best F; scores are 85.9% and 88.5%
based on the phrase-level and word-level eval-
uation, respectively, which are obtained by
the MorphBERT system (Mohseni and Tebb-
ifakhr, 2019). The second best system,
Beheshti-NER-1 (Taher et al., 2019), got near
Fq scores: 84.0% and 87.9% based on the
phrase-level and word-level evaluation, respec-
tively. These two systems used BERT model
(Devlin et al., 2018) for training high accu-
rate representation of Farsi tokens. BERT is
a deep bi-directional language model that pre-
sented state-of-the-art results in a wide variety
of NLP tasks. Both systems used the BERT
to process a huge amount of un-labeled Farsi
texts to obtain pre-trained word embeddings
which then was fine-tuned for the NER task.

MorphoBERT used a morphological ana-
lyzer as a prior step before the BERT network.
Farsi is rather rich-morphology and analyzing
tokens to find their parts reveals the gram-
matical and semantic information. So, instead
of embedding tokens of sentences into the
network, MorphoBERT firstly decomposes to-
kens into constituents and then fed these con-
stituents into the BERT network. Then, the
representation of the sentence which was ob-
tained from the BERT is given to a Bi-LSTM
network. Additionally, a vector representing
word cluster features is given to the Bi-LSTM.
Finally, the Softmax layer produces a prob-
ability distribution over all classes (Mohseni
and Tebbifakhr, 2019).

Beheshti-NER-1 system utilizes a CRF
model on top of the BERT network. The mo-
tivation of using CRF is that an encoder like

BERT tries to maximize the likelihood by se-
lecting best-hidden representations, and CRF
tries to maximize the likelihood by selecting
best output tags (Taher et al., 2019).

To better understand the details of the
scores, we presented the F; scores of each 7
classes based on the phrase-level evaluation in
Table 8. Generally, the most F; scores were
obtained by percent and money classes. Be-
cause there are specific keywords representing
them and so there are high-precision patterns
that specify entity mentions of these classes.
Specifically, percent often comes with the key-
words like “xan/percent”; while money ap-
pears with words and phrases denoting money
like “_¥3/Dollar”, “Jdu/Rial”, or “s,/Euro”.
On the other hand, the least F; scores were ob-
tained by the time class. Perhaps because the
number of phrases in the training data having
time tag is very few in comparison to the other
classes.

6 Conclusion

We have described the NSURL-2019 task 7:
NER in Farsi. Six systems have processed the
Farsi NE data. The best performance was ob-
tained by the MorphoBERT system that is
85.4% of F1 score based on the phrase-level
evaluation of the 7-classes subtask. This sys-

tem uses morphological features of Farsi words
together with the BERT model and Bi-LSTM.
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Table 6: Evaluation of systems for subtask 3-classes

Test Data
Phrase-level evaluation ‘Word-level evaluation
Team In-domain Out-of-domain Total In-domain Out-of-domain Total
P R /| P R KL |P R F|P R FK|P R K|P R I
1 | MorphoBERT 88.7 855 87.1 |86.3 83.8 85.0|87.3 84.5 859|925 86.7 895|915 84.0 876|921 852 885
2 | Beheshti-NER-1 85.3 84.4 84.8|84.4 826 835|848 833 840|905 872 888 |89.7 8.0 873 |90.1 858 879
3 | Team-3 874 772 820|874 734 798|874 75.0 80.7|89.2 795 84.1|89.5 747 814|893 76.9 82.7
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7 | Baseline 322 458 37.8 (328 39.1 357|325 419 36.6 |46.2 426 443|452 351 39.5|459 384 41.8
Table 7: Evaluation of systems for subtask 7-classes
Test Data
Phrase-level evaluation ‘Word-level evaluation
Team In-domain Out-of-domain Total In-domain Out-of-domain Total
P R | P R K |P R F|P R F| P R FK|P R T
1 | MorphoBERT 88.4 84.8 86.6 | 86.0 83.1 84.5 |87.0 83.8 854|940 89.1 91.5|91.8 85.7 88.6|928 87.1 89.9
2 | Beheshti-NER-1 84.8 83.6 84.2 | 839 82.0 830|843 827 835|914 87.3 89.3|89.7 857 87.7 904 86.5 88.4
3 | Team-3 874 773 82.0|87.3 728 794|873 747 80.5]91.3 841 875|909 779 839|911 80.7 85.5
4 | ICTRC-NLPGroup | 87.0 76.1 81.2 |86.2 70.2 77.4|86.5 727 79.0|89.2 831 86.1|89.8 76.5 82.6|89.7 794 84.2
5 | UT-NLP-IR 773 702 736|741 619 67.5|75.5 654 70.1|927 79.3 854 |91.1 684 781|919 731 814
6 | SpeechTrans 38.0 34.5 36.2|389 336 36.0 385 34.0 36.1 | 76.1 329 459|749 30.3 43.2 | 75.7 315 44.5
7 | Baseline 32.8 45.7 38.2|32.0 381 348|324 413 36.3 |50.6 47.8 49.2|42.6 351 385 |46.5 40.9 43.5

Table 8: Details of phrase-level evaluation for sub-
task 7-classes (values are Fy score)

Team Named Entity Classes F
PER ORG LOC DAT TIM MON PCT
1 | MorphoBERT 904 803 871 789 71.0 936 968 | 854
2 | Beheshti-NER-1 | 81.8 80.8 83.0 77.8 758 85.1 91.6 | 83.5
3 | Team-3 799 772 839 747 643 921 974 | 80.5
4 | ICTRC-NLPGroup | 76.2 7593 828 76.0 67.1 91.3 93.6 | 79.0
5 | UT-NLP-IR 634 588 782 761 69.1 84.5 93.5 | 70.1
6 | SpeechTrans 243 235 631 120 4.1 0.3 0.7 | 36.1
7 | Baseline 235 381 442 416 303 13.7 36.6 | 36.3
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Abstract

Gender recognition in speech processing is
one of the most challenging tasks. While many
studies rely on extracting features and design-
ing enhancement classifiers, classification ac-
curacy is still not satisfactory. The remark-
able improvement in performance achieved
through the use of neural networks for auto-
matic speech recognition has encouraged the
use of deep neural networks in other voice
techniques such as speech, emotion, language
and gender recognition. An earlier study
showed a significant improvement in the gen-
der recognition of pictures and videos. In
this paper, speech is used to create a gender
recognition scheme based on neural networks.
Attention-based BiLSTM architecture is pro-
posed to discover the best approach for gender
identification in Yoruba. Acoustic features, in-
cluding time, frequency, and cepstral features
are extracted to train the model. The model
obtained the state-of-the-art performance in
speech-based gender recognition with 99% ac-
curacy and F score.

1 Introduction

Gender recognition is an important topic in signal
processing and can be applied in mobile health-
care system (Alhussein et al., 2016), facial recog-
nition (Hwang et al., 2009), and age classification
(Chen et al., 2011). Applications of gender recog-
nition system includes tasks such as (Mukherjee
and Liu, 2010): (i) Verifying a customer when
making telephone bank transaction, (ii) Security
measure when retrieving confidential information,
(iii) Forensic, (iv) Surveillance, (v) and Blog au-
thorship. Recognition of gender from the speech is
a challenging task with these increasing number of
systems in real-life. Recent hardware and software
development allowed new techniques and meth-
ods to be explored to improve the efficiency of
gender recognition systems. Gender classification

systems from speech signal are affected by the per-
formance of the recording tools, the language of
the speaker, and noisy recording settings. As a re-
sult, to obtain adequate classification results, gen-
der recognition from speech signals requires valid
classifiers and feature extractors. In the areas of
machine learning and computer vision, deep neu-
ral networks (DNNs) have shown notable achieve-
ments (Moghaddam and Ming-Hsuan Yang, 2000;
Hwang et al., 2009). Deep neural networks, af-
ter thorough training, can effectively extract and
classify different feature sets. DNNs are most ef-
fective when the training set contains a compli-
cated feature space that needs high-level represen-
tation. In this paper, deep recurrent neural net-
works (DRNNs) are used as classifiers and gender-
recognition extractors. Bidirectional long-short
term memory (BiLSTM) is combined with an at-
tention mechanism to learn the features. Because
gender recognition is a binary classification, a sig-
moid activation function has been used to classify
the gender.

1.1 Motivation

Gender recognition systems for well-resourced
languages like English are available, but for
African languages like Yorubd are not available.
Yorubd is a Niger-Congo language related to Igala,
Edo, Ishan, and Igbo amongst others. It is one
of the official languages of Nigeria and spoken in
a couple of countries on the West African coast.
An estimated 20+ million people speak Yoruba as
their first language in southwestern Nigeria and
more in the Republics of Benin and Togo. Yoruba
is also spoken by diaspora communities of traders
in Cote d’Ivoire, Ghana, Senegal and the Gambia,
and it used to be a vibrant language in Freetown,
Sierra Leone. Outside West Africa, millions of
people have Yorubd language and culture as part
of their heritage; Yoruba4 religion being one of the
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means of survival in Cuba during the obnoxious
slave trade. Many who did not have Yorubd as
their heritage bought into Yoruba identity through
religious transformation. Yorubd language, cul-
ture and religion survived since then until now
in Brazil and various other New World countries
(Atanda et al., 2013; Pulleyblank et al., 2017).
Yoruba is identified as one of the under-resourced
languages (Besacier et al., 2014), few systems for
under-resourced African languages has been de-
veloped (Sefara et al., 2016; Sefara et al., 2019;
Sefara et al., 2017; Sefara and Manamela, 2016;
Sefara et al., 2016; Van Niekerk and Barnard,
2012; Modipa and Davel, 2015; Manamela et al.,
2018; Mokgonyane et al., 2019). While the de-
velopment of speech-based systems for Yoruba is
an open research, it is essential to continue to cre-
ate a Yoruba gender recognition system that may
later help other researchers and to strengthen the
cultural identify of the language.

The main contributions of this paper can be
listed as below.

e A new classifier architecture is proposed. A
BiLSTM architecture with attention mecha-
nism is used.

e Acoustic features such as Time, Frequency,
and Cepstral-domain features are used for
gender recognition.

e We release the code' used in this paper.

The rest of the paper is organized as follows:
Section 2 gives the literature review on gender
recognition. Section 3 details the features, learn-
ing models, and evaluation methods. Section 4
discusses the experimental results, and the paper
is concluded in Section 5.

2 Literature Review

Gender recognition can be approached from text
(Mukherjee and Liu, 2010), images (Moghaddam
and Ming-Hsuan Yang, 2000; Hwang et al., 2009;
Kumar et al., 2019; Qawaqneh et al., 2017a),
videos (Ding and Ma, 2011; Chen et al., 2017),
accelerometers (Bales et al.,, 2016), wearables
(Giimiiscii et al., 2018), and speech (Harb and
Chen, 2003; Azghadi et al., 2007; Meena et al.,
2013) to train machine learning models and neural
networks for classification. Meena et al. (2013)

'https://github.com/SefaraTJ/
yoruba—-gender—recognition/

proposed a novel gender classification technique
in speech processing using neural network and
fuzzy logic. Authors used acoustic features such
as short time energy, zero crossing rate and en-
ergy entropy. Their work can be expanded by
not only using time domain features but also
to include frequency and cepstral domain fea-
tures. An example of cepstral-domain features are
Mel Frequency Cepstral Coefficients (MFCCs).
Qawagqneh et al. (2017a) used MFCCs, fundamen-
tal frequency (FO) and the shifted delta cepstral co-
efficients (SDC) to train a jointly fine-tuned deep
neural networks. Their model obtained accuracy
of 64%. Conversely, Harb and Chen (2003) did
not use MFCCs but used Mel Frequency Spec-
tral Coefficients (MFSC) to train a gender iden-
tification system using neural networks. Authors
showed that smoothing improves the accuracy of
the model and MFSC features were better than
MEFCC features. Azghadi et al. (2007) used acous-
tic features and pitch features to train a gender
classification system based on feed-forward back-
propagation neural network. Their model obtained
an accuracy of 96%. Qawaqneh et al. (2017b)
introduced shared class labels among misclassi-
fied labels to regularize the DNN weights and
to generate transformed MFCCs feature set us-
ing Backus-Naur Form (BNF). Authors used DNN
and i-vector models to build age and gender clas-
sification system. The BNF-DNN obtained accu-
racy of 58.98 and BNF-I-vector obtained 56.13

Machine learning algorithm are used for gen-
der recognition. Chaudhary and Sharma (2018)
used support vector machines (SVMs) to train a
gender identification system based on voice sig-
nal by extracting the features such as pitch, en-
ergy and MFCC. Their model obtained accuracy
of 96.45%. Gaussian mixture models (GMMs)
and multilayer perceptrons (MLPs) are used in
(Djemili et al., 2012) to create a gender identifi-
cation system. The models obtained accuracy of
96.4% using MFCCs as features. Jadav (2018)
proposed a voice-based gender identification us-
ing machine learning. Author extracted acoustic
features to train a SVM which obtained testing ac-
curacy of 97%.

3 Methodology

The architecture of a gender recognition system
is shown in Figure 1. The system consists of the
training and prediction phases.
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e In the training phase, the speech signal is in-
putted to the system, and pre-processing oc-
curs (noise removal, dimensionality reduc-
tion). Acoustic features are extracted. Then
a machine learning model is built and trained
on the extracted features.

e In recognition phase, an unlabelled or un-
known speech signal is inputted to the sys-
tem. The model predicts and outputs the gen-
der of the inputted signal.

Train
‘{"M'"“_'; Proprocessing —= i - T’;Aa(i):iilg |
= =
i "Recognitionn._‘;
”““"‘ﬂ'l—'; Preprocessing — Ef(terztcutii'gn (m\ -
Nrens |

Figure 1: Architecture of a gender recognition system.

3.1 Data

We obtained speech database from (van Niekerk
et al., 2015) used in (Van Niekerk and Barnard,
2012), where recordings consist of 16 female and
17 male recordings in Yoruba. About 130 utter-
ances were read from short texts for each speaker.
The length of the recordings is 165 minutes. The
audios are 16 bit PCM at 16kHz sampling rate.

We use Principal Component Analysis (PCA)
(Moore, 1981; Ding and He, 2004) to explore the
data in Figure 2 by scaling to 2 dimension. The
centers are illustrated using k-means (Ding and
He, 2004) with k = 2. We observe the data can be
separated into males and females. This will sim-
plify the learning of the models.

3.2 Feature Extraction

Feature extraction is the transformation of original
data into a dataset that contains the most discrimi-
natory information, with reduced numbers of vari-
ables. The 34 acoustic features shown in Figure 3
are extracted from the short-term windows with
frame size of 50ms at a Hamming window of 25ms
using a library in (Giannakopoulos, 2015). The fi-
nal feature vector contains the mean and standard
deviation which sums to feature size of 68. The
features can be grouped into three categories:

1.0

0.5+

0.0 1

X

—0.5 -

—1.0

Figure 2: PCA showing gender clusters and k-means
showing cluster centres.

e Time-domain features (Zero Crossing Rate,
Energy, and Entropy of Energy).

e Frequency-domain features (Spectral Spread,
Spectral Centroid, Spectral Flux, Spectral
Entropy, Spectral Rolloff, Chroma Deviation,
Chroma Vector).

e Cepstral-domain features - includes MFCCs
that has an ability to model the vocal tract fil-

ter.

Feature | Feature Description

ID Name

1 Zero The rate of sign-changes of the signal during

Crossing the duration of a particular frame.
Rate

2 Energy The sum of squares of the signal values,
normalized by the respective frame length.

3 Entropy of | The entropy of sub-frames’ normalized en-

Energy ergies. It can be interpreted as a measure of
abrupt changes.
4 Spectral The center of gravity of the spectrum.
Centroid

5 Spectral The second central moment of the spectrum.
Spread

6 Spectral Entropy of the normalized spectral energies
Entropy for a set of sub-frames.

7 Spectral The squared difference between the normal-
Flux ized magnitudes of the spectra of the two

successive frames.

8 Spectral The frequency below which 90% of the

Rolloff magnitude distribution of the spectrum is
concentrated.

9-21 MFCCs MFCCs form a cepstral representation
where the frequency bands are distributed
according to the mel-scale.

22-33 Chroma A [2-element representation of the spec-

Vector tral energy where the bins represent the
12 equal-tempered pitch classes of western-
type music (semitone spacing).

34 Chroma The standard deviation of the 12 chroma

Deviation coefficients.

Figure 3: Acoustic features (Giannakopoulos, 2015).

3.3 Feature Normalization

Is an crucial step for gender recognition using
speech. The goal is to remove speaker and record-
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ing variability. We normalize features by remov-
ing the mean and scaling to a unit variance using
the following normalization equation. For normal-
ized feature 3:

T (1)
ag

where o represents the variance and p represents
the mean for each feature vector x.

yA:

3.4 The Classifier Model

This section explains the proposed BiLSTM
model. As shown in Figure 4, the first layer is the
input layer having the same size of the input vec-
tor. Followed by the BiLSTM layer having 128
units. Followed by the attention layer, followed
by LSTM layer, followed by 4 dense layers with
the last layer activated by the sigmoid function.

3.4.1 BILSTM Layer

For this gender recognition problem, we model
the speech signal using recurrent neural network
(RNN), specifically BILSTM. LSTM was intro-
duced by Hochreiter and Schmidhuber (1997), has
shown to be stable and accurately model long-
time dependencies in different tasks like speech
recognition, machine learning, and computer vi-
sion (Moghaddam and Ming-Hsuan Yang, 2000;
Hwang et al., 2009). BiLSTM trains two LSTMs
on the input sequence. The second LSTM is a re-
verse copy of the first one, the aim is to capture
past and future input features for a specific time
step.

3.4.2 Attention Layer

Attention is a mechanism allowing neural net-
works to examine specific areas of the input
speech signal in more detail to decrease the task
complexity and to exclude irrelevant information.
An attention layer is included for determining the
contribution of each signal frame to the whole
speech signal. The attention mechanism assigns
a weight w; to each frame feature h;. The hidden
state is lastly calculated by a weighted sum func-
tion to generate a hidden acoustic feature vector 7.
Formally:

Dj =tanh (Whh] + bh)v bj € [_17 1] (2)
exp(p;) N
At A VA N wi=1 (3)
/ Ei\;1€xp(pt) 7=
r =N jwjhy, reR* @)

where W}, and by, are the weight and bias from the
attention layer.

3.4.3 Dense Layer

The attention layer is followed by four dense lay-
ers with different sizes of neurons. The output of
attention layer is fed into first dense layer with 128
hidden neurons activated by rectified linear unit.
And to avoid overfitting, we add a dropout layer
having probability of 0.5 between the first three
dense layers that have 128, 64, and 32 neurons re-
spectively. The last dense layer uses sigmoid acti-
vation function to create binary classification. The
sigmoid activation function is defined as follows:

&)

3.5 Evaluation

This section describes the performance measure-
ments used to evaluate model quality. The per-
formance of the model is affected by the speech
signal quality, the training data size, and most im-
portantly the optimization of learning algorithm.
The following evaluation metrics are applied:

Accuracy represents all correctly predicted
samples, calculated as follows:

tp+1in
tp+tn+ fp+ fn

Binary cross entropy is a Sigmoid activation
plus a Cross Entropy loss. We use binary cross
entropy loss function since the labels of the data
are binary. It is calculated as follows:

(6)

Accuracy =

(7)
where p is the probability predicted by the model.

—(ylog(p) + (1 —y) x log(1 — p))

Precision is the total number of the positively
predicted examples that are relevant. It is calcu-
lated as follows:

tp
tp+ fp

®)

Precision =

Recall measures how well a model is at predict-
ing the positives. It is calculated as follows:
t
Recall = P )]
tp+ fn

F score is the harmonic mean of precision and
recall. It is calculated as follows:

precision X recall

Fiscore = 2 x (10)

preciston + recall

where:

19



[ e
signal | @D @ @ @ __f‘ LSTM ‘ ‘ LSTM ’ T | A LSTM [~ h1 || [ Dense |
/ Den
e\ o (=]
sin: D OO@® — LSTM‘ ‘LSTM‘ ‘hz‘hz w2 o O °
L o
L =] = : o % P
signal: (O @ @ @ — ‘LSTM‘ ‘LSTM‘ ‘ ha ‘ hs 22 —a—@—
e e 06 o @
" . 2 % e
o O
ey N ©
signali 9000 ‘LSTM‘ ‘LSTM‘ hw ‘ hw
/ N
j=1w; =1
Figure 4: Architecture of the BILSTM with Attention Mechanism.
e {p (true positive) is the number of males that Table 1: Comparison with other models
are predicted as males.
Model Accuracy
. . MLP (Harb and Chen, 2003 92
e {n (true negative) is the number of females MLP E A;;h:gi et ai ?2007)) 9
that are predicted as females. ANN + Fuzy Logic (Meena et al., 2013) | 65
DNN (Qawagqgneh et al., 2017a) 64
. . DNN (Qawaqneh et al., 2017b) 59
e fp (false positive) is the number of females BiLSTM-Attention 99

examples that are predicted as males.

o fn (false negative) is the number of males ex-
amples that are predicted as females.

4 Results and Discussions

This section discusses model performance results
based on accuracy, F} score and binary cross en-
tropy. The dataset is splitted into 90% for train-
ing, 10% for testing. The model is trained for 200
epochs and involved 3884 samples for training and
432 samples for testing.

4.1 Performance

Table 1 shows the testing results after evaluating
the model. We observe BiLSTM obtaining high
accuracy and F} score of 99% after 200 epochs.
The BIiLSTM outperformed the neural network
models in (Harb and Chen, 2003; Azghadi et al.,
2007; Meena et al., 2013; Qawagneh et al.,
2017a,b). Even though Qawaqneh et al. (2017a)
used both images + audio files, their performance
does not beat the BiLSTM. Figure 5a shows the
accuracy curve of the BiLSTM model. The accu-
racy of model increased as the number of epochs
increase.

4.2 Overfitting

Overfitting happens when a model attempts to pre-
dict a trend in a noisy data. Overfitting is the con-
sequence of a complicated model with excessive
parameters. An overfitted model makes incorrect
predictions as the trend does not represent the real-
ity of the data. To show that overfitting is avoided,
Figure 5b shows the binary cross entropy loss
function curve. The loss function kept decreasing
as number of training iterations increased. We ob-
serve BiILSTM reaching the lowest loss of 0.1 after
200 epochs. Hence, the model did not overfit.

5 Conclusion

This paper presented a Yorubé gender recognition
from speech using BiLSTM with attention mecha-
nism. We discussed the literature on gender recog-
nition. The acoustic features were explained to-
gether with normalization method. We explained
the architecture of the proposed model. We ob-
served BiLSTM achieving the state-of-the-art ac-
curacy of 99% for a low-resourced language.

The future work will focus on using transformer
models for gender recognition.
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BiLSTM with Attention Mechanism
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Figure 5: Model prediction Accuracy and estimated binary cross entropy for BILSTM.
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Abstract

Named Entity refers to person, organization
and location names, and sometimes date,
time, money and percent expressions as well.
Named entity Recognition (NER) systems are
developed to extract these essential informa-
tion units from a text. Persian is a less-
developed language in many natural language
processing tasks such as NER. In this paper
we present our system, MorphoBERT, submit-
ted to the First Workshop on NLP Solutions
for Under Resourced Languages (NSURL
2019)(Taghizadeh et al., 2019). We train the
BERT model (Devlin et al., 2019a) on a large
volume of Persian texts to get a highly accurate
representation of tokens and then we apply a
BiLSTM (bidirectional LSTM) on vector rep-
resentations to label tokens. Persian is a rich
language in terms of morphology and word
parts may convey grammatical and semantic
information. To inform the model of this in-
formation we analyze texts morphologically to
split the lemma and affix(es) of each word and
then we train the model on the analyzed texts.
The test data, provided by the organizers, con-
tains in-domain and out-of-domain texts. Our
system achieves the first rank among all par-
ticipated systems with a total high precision,
recall and F1 of 87.0, 83.8, 85.4, respectively.

1 Introduction

Named Entity Recognition is a well-known clas-
sification topic in the research areas of language
processing. NER systems aim to classify tokens
of a text into classes such as person, organization
and location, which are the most important named
entity categories. Numerical expressions such as
date, time, percent and monetary values are the
other important classes, which are recognized in
some systems. Named entities are the essential
units of a text because either they convey most
important information of the text or the text talks
about them.

Amirhossein Tebbifakhr
Fondazione Bruno Kessler
University of Trento
Trento, Italy
atebbifakhr@fbk.eu

Various approaches have been used to recog-
nize named entities in a text. Hidden Markov
Model (Bikel et al., 1997), Maximum Entropy
Model (Borthwick et al., 1998) and Conditional
Random Filed (McCallum and Li, 2003) are sta-
tistical methods applied to the NER task. Neu-
ral network models have been also developed to
categorize named entities. Collobert et al. (Col-
lobert et al., 2011) propose a neural model based
on a feed-forward architecture that takes into ac-
count a window of words around each target word.
In (dos Santos and Guimaraes, 2015) a convolu-
tional neural network (CNN) is used to extract
character-level and word-level embeddings repre-
senting contextual and structural word features.
Ref. (Chiu and Nichols, 2016) combines a CNN
model with a LSTM to utilize the strengths of both
models. Lample et al. (Lample et al., 2016) ap-
proach the NER task using a hybrid statistical and
neural model. In their model, LSTM-CREF, a bidi-
rectional neural model extracts features from a text
and CRF labels tokens.

Some research has focused on NER in Per-
sian texts. PersoNER (Poostchi et al., 2016) is
a Persian NER system in which a word embed-
ding model and a sequential max-margin classifier
are used. In (Poostchi et al., 2018) the LSTM-
CRF model developed by (Lample et al., 2016)
is applied to Persian texts. Shahshahani et al.
(Shahshahani et al., 2019) have recently published
a study in which a rule-based system, a CRF
model and a LSTM-based system are compared on
a newly well-designed Persian NER dataset.

After almost three decades of study, NER is
still an open problem, especially for low-resource
and under-developed languages such as Persian.
The First Workshop on NLP Solutions for Under
Resourced Languages (NSURL 2019) allocated a
track to the Persian NER task (Taghizadeh et al.,
2019). This paper presents our system called Mor-
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phoBERT submitted to the workshop. In our sys-
tem, we combine the BERT model (Devlin et al.,
2019a) and a BiLSTM model and utilize a mor-
phological analyzer developed for the Persian lan-
guage. We train the BERT model on a large vol-
ume of Persian texts to get a highly accurate rep-
resentation vector for each token in the input text.
The Persian language is a morphologically rich
language in which a single lemma may appear in
various forms in a text. To allow the model to
learn grammatical and semantic roles of lemmas
and affixes, we first analyze words and split them
into their constitutes. Then we feed them to the
BERT model to generate a dense vector represen-
tation for them. Afterwards, a BILSTM network
gets the representations generated by BERT and
tags tokens with the named entity labels.

Section 2 opens a discussion about the morphol-
ogy of the Persian language and then explains our
morphological analyzer. In Section 3, we describe
our Persian NER Model. Section 4 covers re-
sources that we use for training and evaluation of
our system and presents the results under various
experimental settings.

2 Morphological Analysis

Persian is an agglutinative language in which af-
fixes and clitics attach to the base form of words.
Not only verbs are inflected in the Persian lan-
guage but also nouns and adjectives are highly
affected by morphological rules of the language.
Other part-of-speeches such as pronouns and ad-
verbs may also get inflected especially in col-
loquial use. The main word order in Persian
is subject-object-verb (SOV). The Persian script
has an Arabic root and is written from right to
left. In Persian texts short vowels are rarely writ-
ten. It adds an ambiguity to processing a text
as it produces many non-lexical homographs (Bi-
jankhan et al., 2011), inflected words with the
same spelling but different meanings and pronun-
ciations.

There are several tenses in the Persian language
and each verb is inflected in six different forms
according to the person and number of the subject.
Persian is a genderless language in which there is
no discrimination between male and female, nei-
ther in its grammar nor in referring words. Nouns
appears in a text as singular or plural. There are
a few suffixes which create plural nouns from sin-
gulars. Few of these suffixes have been imported

Translation Analysis Word
his/her books Ji+ ¢+ + QS | (Ketp:bho:jas) Jiless
his/her beautiful (ot b + s Uil sless
books Ji+ s+ | (keto:bho:je zibo:jas)
[1] have gone ol o4 i (rafteam) o4,
[1]go et 5ot = (miravam) e
authorities Cp + Jsiane (maso:lin) cnl s

Figure 1: Sample Persian words and their analyses.

from Arabic. There is no definite article in the Per-
sian language. However, indefinite articles have
been defined in the language. There is no real pos-
sessive pronoun in the language and possession is
expressed by adding clitics to a noun or sometimes
to an adjective when it accompanies the noun. Fig.
1 shows some sample Persian word and their mor-
phology.

Paykare (Bijankhan et al., 2011) is a Persian
corpus designed and developed based on the EA-
GLES guidelines (Leech and Wilson, 1999) to
capture the complexity of the Persian morphology.
It contains almost 10M words, which have been
manually tagged under a hierarchical structure.
Although words are categorized into 14 major cat-
egories, the tagset consists of 109 distinct tags.
A combination of these tags is used to label each
word of the corpus. For example, “ketn:bhn:ya§”
(his/her books) has been tagged with "N, COM,
PL, 3” which stands for Noun, Common, Plural,
3rd possessive pronoun. The total number of hi-
erarchical tags of words in the corpus rises up to
606 tags. We use this corpus to develop a Persian
morphological analyzer.

Developing a morphological analyzer for Per-
sian is very challenging. On the one hand, the Per-
sian morphology is complex and ambiguous and
requires an intensive contextual interpretation. On
the other hand, some words have a beginning or an
ending similar to affixes and clitics that makes the
analysis error-prone. If a text could be tagged with
the hierarchical tagging system of the Paykare cor-
pus, one can analyze words precisely. But devel-
oping a fully automatic Part-of-Speech (POS) tag-
ger with more 600 tags is demanding and a high
accuracy is not achieved. We take another more
practical approach. Texts in Paykare have been
tagged manually, so, they are very accurate and
reliable. As the hierarchical tag of a word reveals
its structure and the way it has been created, one
can develop a system to analyze words of the cor-
pus. However, there are some exceptions which
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need to be taken care of differently. For exam-
ple, borrowed words from Arabic do not follow
the Persian morphological rules and may be ana-
lyzed wrongly. For the exceptions, we make a list
containing words and their correct analyses. The
result shows that around 15.5% of the corpus con-
sists of inflected words, which have different lem-
mas than their original surface forms in the texts.

Some words may have different analysis de-
pending on their contexts. For each word and
its major tag, we save the most frequent analysis
in a map. For example, the word “ketn:bhp:yas”
(his/her book) with it major tag, "N”, is anlyzed to
“Ketn:b + hon: +y + as”. Tagging a text with only
14 major categories can be accomplished with a
high accuracy. For a new text, we label the text
with the major POS tags and then search the map
to find the analysis of each word. To tag a new text
with major POS tags, we use the Persianp toolbox
(Mohseni et al., 2018). Since we take only the ma-
jor tags into account we lose some information and
cannot analyze all words correctly. However, the
accuracy of the method remains very high. Us-
ing this method, only 3% of inflected words in the
Paykare corpus are analyzed incorrectly. We use
this method to analyze texts before training our
NER neural model for the Persian language.

3 Persian NER Model

Our Persian NER system is depicted in Fig. 2. The
lower layer is the morphological analyzer. Inflec-
tion changes the surface form of words and makes
it difficult for a machine learning method to infer
the role of words precisely and find out the gram-
matical and semantic role of lemmas and affixes.
To help the model infer this information, words
are split into their constitutes in the first layer. The
neural part of the model is composed of the BERT
model and a BILSTM which are described below.

3.1 BERT

We use BERT (Devlin et al., 2019b) as a pre-
training step. BERT is a language representa-
tion model in which bidirectional Transformer
(Vaswani et al., 2017) is used in each layer of
the model. It is trained by predicting masked
words in an input sentence according to the pre-
ceding and proceeding words. This model can
be trained on large-scale monolingual corpora.
One of the advantages of using BERT compared
to the word-level approaches such as word2vec

r !
[ BiLSTM ]
A 4 A lr
[ Vous[ Veo | [ V4 [Ver | [ Vo [Vee | [Voee] Veo
A A A A
CeLs Cq Co Csep
[ BERT ]
A A
[ Morphological Analyzer ]
A A
[ w1 | [ we |

Figure 2: The architecture of the MorphoBERT NER
system.

(Mikolov et al., 2013) and Glove (Pennington
et al., 2014) is that the representation of each word
is not fixed and is influenced by the other words in
the sentence.

In our model, we use BERTgAgg, which uses
12 layers of bidirectional Transformer with 12 at-
tention heads and 768 as the hidden size units.
We pre-train the model from the scratch. This al-
lows us to use our strategy in analyzing word mor-
phologically and paying attention to the language-
specific features. Also, we train the model on
Persian monolingual data to have a more accurate
model, while the available pre-trained models are
multilingual and may have less performance on
representing the Persian texts.

As depicted in Fig. 2, the output of the morpho-
logical analyzer is delivered to the BERT model.
[CLS] and [SEP] are two tokens added by BERT
to each input sentence indicating its boundary.

3.2 BILSTM

We use a bidirectional LSTM to tag the named en-
tities in sentences. As it is shown in Fig. 2, the
input of this network is the representation of the
sentence obtained from the BERT model. We use
a bidirectional LSTM in order to leverage both left
and right context to tag tokens. On the top of the
BiLSTM, we use a linear model with the Softmax
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activation function to get the probability distribu-
tion over all tags for each token.

3.3 Word Class Feature

Although neural models are very successful in ex-
tracting contextual information from a text, pro-
viding explicit features can still improve their per-
formance. In Ref. (Shahshahani et al., 2019) that a
LSTM-based model is proposed for Persian NER,
feeding a feature representing word clusters en-
hances the result. This feature is the cluster num-
ber of the word, which is given to the model as
another input. As Fig. 2 shows, we take the
same approach and give the word cluster feature
to the BiILSMT network. The representation of
words generated by BERT is not fixed, so, we train
a word2vec model to get a fix representation for
each word. Then we apply a k-means clustering
on word vectors. The number of clusters is set to
1500. The distance between instances is computed
using cosine similarity. To create the word2vec
model and cluster words we use the Gensim li-
brary !. The cluster number of each word is fed
to the model and a cluster number is reserved for
unknown words. The cluster numbers have their
own embedding vectors, which are learned during
training. The size of the vectors is set to 32. The
cluster representation and the representation gen-
erated by BERT for each token are concatenated
into a 800-dimensional vector and is given to the
BiLSTM. Our experiments show that adding this
feature improves the F1 measure of the system by
0.5%.

4 Experiments

4.1 Unlabeled Text Corpus

To train the BERT model for the Persian language,
we collected a large volume of Persian texts con-
sisting of news articles and Wikipedia documents.
News articles crawled from 10 online news agen-
cies contain 300M words and the dump of Persian
Wikipedia? provides texts with more than 75M
words. All texts are analyzed with our morpho-
logical analyzers and fed to the BERT model. We
trained the model with more than 1M steps with
the batch size equal to 16. The max sequence
length of input sentences is set to 256 and the val-
ues of the parameters for masking words is set to

"https://radimrehurek.com/gensim/index.html
*https://dumps.wikimedia.org/fawiki/latest/

Table 1: The statistics of the training dataset.

Named Entity #Entities (phrases) #Words

Person 12553 21121
Organization 14285 34774
Location 15412 21102
Date 4474 10413
Time 572 1786
Money 1295 4726
Percent 12557 2386
Total 49592 96308

Table 2: The statistics of the test dataset.

No. Words
In-domain 68063
Out-of-domain 76463
Total 144526

the default values i.e. 15%. We use the Adam op-
timizer with initial learning rate equal to 5 x 1075
and 10,000 warm-up steps. The vocabulary con-
tains words with frequency more than 80 and its
size reaches to 52K tokens.

4.2 NER Dataset

The organizers of the Persian NER task in NSURL
2019 have provided a training dataset and the fi-
nal assessment on the test dataset is blind. The
main features of the dataset have been described in
(Shahshahani et al., 2019). The provided dataset
has a similar structure to the CoNLL format in
which each line contains one single word and its
label separated by a < TAB >. The format of la-
bels are IOB. The dataset contains almost 900K
words from which about 50K are named entities.
7 types of entities tagged in the dataset are person,
organization, location, date, time, money and per-
cent. Table 1 presents the number of entities and
the number of words in entity phrases.

The test dataset contains in-domain and out-of-
domain texts. Table 2 show the size of the each
part. Since the evaluation on the test dataset is
blind we do not know the number of named en-
tities in the dataset.
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Table 3: The detailed results of MorphoBERT on
provided dataset using 5-fold cross validation at the
phrase-level for both subtasks.

Subtask | P R F1

3-class | 87.2 89.2 88.2

7-class | 86.2 88.5 874
4.3 Results

Once the BERT model is trained with the unla-
beled text corpus, its output, the representation
vectors of input tokens, is supplied to the BILSTM
network. As previously mentioned, word clusters
are also given to the BILSTM network as an extra
features. We apply the same optimization method
here as we did for training BERT. We don’t fix
the parameters of BERT allowing them to be fine-
tuned. The number of epochs and the batch size
are set to 10 and 32, respectively.

In the Persian NER task of NSURL 2019
(Taghizadeh et al., 2019), two subtasks have been
defined. The first one is 3-class Persian NER in
which 3 major named entities, person, organiza-
tion and location are detected. The second sub-
task, called 7-class Persian NER, takes all types of
entities in the dataset into account.

We first report the performance of our Per-
sian NER system, MorphoBERT, on the provided
dataset with 5-fold cross validation. Table 3 shows
the results of system for both 3-class and 7-class
subtasks at the phrase-level.

Table 4 presents the detailed results for all
named entities. The evaluation at the word-level,
which is obviously higher than the phrase-level, is
presented in 5. In the table ’B-’ and ’I-’, corre-
sponding to the IOB format, indicate respectively
the beginning word and the inside word(s) of a
named entity. The performance of the system on 3
main classes of person, organization and location
is very high. Percent and money are phrased in a
text in a relatively low number of predefined tem-
plates and they can be classified with a high preci-
sion and recall. In date and time the performance
is lower. This is because of two reasons. First,
in the dataset the number of instances for these
two types of entities are low, so, the system cannot
learn these classes very well. Second, according
to the guideline of the dataset temporal phrases
are labeled as entities when they are not generic
and can be exactly specified knowing the the pro-

Table 4: The detailed results of MorphoBERT on the
provided dataset using 5-fold cross validation at the
phrase-level.

Named Entity | P R F1

Person 915 914 915
Organization | 942 88.0 90.9
Location 88.3 90.2 893
Date 77.1 82.0 79.5
Time 66.5 754 70.7
Money 89.9 93.1 0915
Percent 942 88.0 90.9
Total 86.2 88.5 874

Table 5: The results of MorphoBERT on provided
dataset using 5-fold cross validation at the word-level.

Named Entity | R F1

B-Person 939 929 934
I-Person 94.1 942 94.1
B-Organization | 87.3 89.6 88.4
I-Organization | 91.8 89.2 90.5
B-Location 91.0 91.7 914
I-Location 84.5 77.0 80.6
B-Date 82.8 84.5 83.6
I-Date 87.5 869 87.2
B-Time 770 799 784
I-Time 80.8 85.2 82.7
B-Money 942 963 952
I-Money 96.8 975 97.2
B-Percent 959 89.0 922
I-Percent 97.7 959 96.8
Total 90.5 89.8 90.2

duction time of the document. Therefore, it is
very challenging for the system to discriminate be-
tween generic and specific temporal expressions.
Comparing Table 4 and 5 shows that the results of
the system at the word-level is higher as it is ex-
pected. It also states that it is more challenging to
detect the correct boundary of some entities such
as location. I-Location shows the inside word(s)
of location entities. There is about 10% differ-
ence in performance between B-Location and I-
Location tags. In Persian many location names are
multiword and sometimes they cannot be inferred
very well from pre-known instances. Using a rich
gazetteer can alleviate this problem.

The organizers of the task evaluated the partic-
ipated system in both subtasks on the test dataset.
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Table 6: The results of MorphoBERT on the test dataset

at the phrase-level. (In: in-domain, Out: out-of-
domain)
3-class Subtask 7-class Subtask
P R F1 P R F1
In 88.7 855 87.1 | 884 84.8 86.6
Out | 86.3 83.8 85.0| 8.0 83.1 84.5
Total | 87.3 845 859 | 87.0 838 854

Table 7: The results of MorphoBERT on the test dataset
at the word-level. (In: in-domain, Out: out-of-domain)

3-class Subtask 7-class Subtask

P R F1 P R F1

In | 925 867 895|940 89.1 915
Out | 915 84.0 87.6 | 91.8 857 88.6
Total | 92.1 852 885|928 87.1 899

Our system, MorphoBERT, gained the first rank
among the participated teams in all evaluation
measures, in both tasks, and in in-domain and out-
of-domain data.

Table 6 and 7 present the results of our system
at the phrase-level and word-level, respectively.
Comparing the results of the system on the in-
domain test data with results of the system on the
provided dataset (Table 3) shows that the precision
remains high but the recall decreases. This reveals
that the coverage of texts in the in-domain part of
the test dataset is slightly different from the pro-
vided dataset, though the domain is the same. In
the out-of-domain data, the decrease in the pre-
cision is negligible. However, the recall declines
more seriously, evidently because of the difference
of named entities covered in different domains.

We do not have access to the gold labels of the
dataset. However, in order to have a more compre-
hensive analysis, we present the detailed results
of MorphoBERT on the test dataset reported by
the organizers. As Table 8 shows, the most de-
crease happens in organization and it is more than
10%. This shows that the test dataset contains or-
ganizations which are not observed in the training
dataset. Regarding this fact that more than half of
the test dataset consists of out-of-domain text, one
can concludes that they come mostly from out-of-
domain texts. It is not surprising that if the domain
changes, the text refers to different organization
names. Other named entities such as person, date

Table 8: The detailed results of MorphoBERT on the
test dataset at the phrase-level.

Named Entity | F1

Person 90.4
Organization | 80.3
Location 87.1
Date 78.9
Time 71.0
Money 93.6
Percent 96.8
Total 85.4

and time however experience less changes.

5 Conclusions

We participated in the Persian NER task of
NSURL 2019 with our system called Mor-
phoBERT. Our system achieved the first rank in all
settings among the participated teams. The sys-
tem benefited from the BERT model and a Per-
sian morphological analyzer. The assessment on
the test dataset was blind. The task had two sub-
tasks, 3-class and 7-class subtasks, and the system
was evaluated on the in-domain as well as out-of-
domain data. On the in-domain test data the to-
tal performance of the system is comparable with
the system trained on the provided dataset and it
changes slightly. Differentiating between generic
temporal expressions with specific ones was a big
challenge for the system and as a result the sys-
tem gained the lowest results in the time and data
classes. Another reason for getting a lower perfor-
mance in these two classes was the low number of
instances in the training dataset. Utilizing a statis-
tical or even a rule-based system might be helpful
here. Results showed that on out-of-domain texts
the recall of the NER system decreases more, es-
pecially in detecting organization. This gives us
a hint to focus on this challenge for future work.
It is also worth focusing on the morphological
analyzer. Our current morphological analyzer is
not highly accurate in low-frequent and unknown
words. Developing a high precise Persian morpho-
logical analyzer can be beneficial for many tasks,
especially if there are no enough resources avail-
able to train data-voracious neural systems.
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Abstract

Measurement of semantic similarity plays
an important role in many areas of natural
language processing. Several approaches
have been proposed to determine the
similarity of sentences in different
languages but many of them are not
extendable in all languages. According to
the complicated Arabic language structure
and lack of necessary resources and tools,
the Arabic semantic similarity
measurement is challenging.

In this paper, we proposed a supervised
method for Arabic semantic question
similarity measurement. Forty-one features
(lexical, syntactic and semantic) are
extracted from two question phrases, then
the best distinctive features are selected by
using SelectKBest algorithm. Finally, for
sentences classification and determining
the similarity score, SVM used.

The system participated in task8 of NSURL
2019 .The results of using this method on
the data set of NSURL 2019 have a F-
measure of 82.58 percent, which have
improved the basic method.

1 Introduction

Nowadays we encounter a massive amount of text
data. Due to the ease of changing a text, similar
data are produced abundantly. Measuring text
similarity is useful in many cases such as
information  retrieval, text classification,
document clustering, topic detection, question
answering, essay scoring, short answer scoring
and machine translation. Because of the expansion
of text resources and various applications of
finding similar texts, the importance of similarity
detection can be clearly understood (Gomaa and
Fahmy, 2013). As a result, using appropriate

zare}@atynegar.ir

methods that can easily recognize similar texts is
of great importance.

The most fundamental part in sentences
similarity measurement is determining words
similarity. Words can be similar both lexically or
semantically. Two words are lexically similar if
they have a similar character sequence. However
semantically similar words used in the same cases,
same context or one is a type of another. In this
paper several string-based algorithms proposed to
determine lexical similarity. Also some corpus-
based algorithms proposed to determine semantic
similarity (Gomaa and Fahmy, 2013).

String-based algorithms operate on string
sequences  while  corpus-based  algorithms
determine the similarity between words according
to information gained from a large corpus. One
approach to measure similarity is using deep
learning to represent words and texts as vectors.
Similar words have closer vectors and dissimilar
words have distant vectors. Therefore, words
similarities can be determined by measuring words
vector distances. In this paper in addition to words
vector representation, we also use sentences vector
representation.

In order to increase accuracy, word alignment
and syntactic overlapping used to determine
similarity. 41 features obtained for two sentences
which 38 of them chosen as effective features and
used to train the model. The system participated in
task8 of NSURL 2019 (Seelawi et al., 2019).

This paper is organized as follows: Section two
presents related works in this field, section three
introduces the proposed approach and section four
representing the results. Finally, section five
contains conclusion and suggestions.

2 Related Works

During the last decade, several methods were
established to measure sentence similarity based
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on semantic, syntactic and statistic knowledge. In
this section we introduce some related works in
determining Arabic sentences and texts similarity.

Wali et al. (Wali et al, 2017) proposed a
supervised approach in which three types of
features, lexical, semantic and syntactico-
semantic, are used to determine sentences
similarity. Lexical feature computed based on
common terms between the sentences and Jaccard
coefficient. In computing semantic features, each
sentence represented with a vector and then the
cosine similarity of these two vectors are
computed. The vectors created by forming a word
set using only the distinct terms of the pair of
sentences. If the term is in the sentence, the
corresponding element in the vector, set to 1 and if
the term isn’t in the sentence, the corresponding
vector element is equal to the highest similarity
between the term and the words of the sentence.
The similarity of two words calculated using the
number of common synonyms of the two words
based on LMF standardized dictionaries. The
syntactico-semantic features also computed using
these dictionaries and common semantic
arguments between the pair of sentences. Finally
Support Vector Machine used for regression. The
F-measure of using this approach on gathered data
is 85.6%.

Elghannam (Elghannam, 2016) computing
Arabic texts similarity by their words similarity.
Each word represented as a vector. This vector is a
set of co-occurrence words extracted from a
corpus. DISCO tool is used for this purpose.
DISCO builds the second order word vectors by
first counting words co-occurrences to build the
co-occurrence matrix. Cosine similarity of two
vectors shows the similarity between two words.
The highest accuracy of this method on news data
is 97%.

Nagoudi et al. (Nagoudi and Schwab, 2017)
represents each word with a vector using word
embedding. The vector of each text is the sum of
its words vectors. The similarity of two texts
computed using cosine similarity between texts
vectors. To determine the importance of each word,
the word IDF and the part of speech (each part of
speech has a score) multiplies the word vector. Best
result obtained by using syntactic template and the
Pearson correlation is 79.69%.

Al-Smadi et al. (AL-Smadi et al, 2017)
proposed a supervised approach to compute text
similarity with lexical, semantic and alignment

features. These include word overlap, POS tag n-
grams overlap, NER overlap, Levenshtein
similarity, words alignment and topic modeling (to
recognize two texts with a same topic). Finally, a
support vector machine used for regression. The
results of this approach on news tweets has F-
measure of 87.2%.

3 Proposed Method

As mentioned before, the proposed method is
supervised approached including preprocessing,
feature extraction and classification phases. The
preprocessing phase includes removing diacritics,
excess spaces, tatweel character and correcting
punctuation spacing. In the feature extraction
phase, 41 features (lexical, syntactic and semantic)
are extracted from two question phrases, then the
best distinctive features are selected by using
SelectKBest algorithm. Then by classifying the
sentences according to the best distinctive features,
similarity of the questions is determined.

3.1

We consider a total of 41 features. These features
explained below.

Words overlap: this type of features computed
based on the number of common words in two
sentences. These features obtained through the
stems vectors of a sentence. In this step we perform
tokenizing, then we remove stop words and
punctuations. Finally, word stems compared with
each other. These features computed for n-grams
(n=1,2,3) and precision, recall and F-measure
calculated for each of them ( AL-Smadi et al.,
2017; Karampatsis, 2015).

For n-grams (n=1, 2, 3), precision, recall and F-
measure computed as below. If the denominators
of the first and second relations are both zero, 1 is
considered as the value of all three features. If one
of the denominators or the numerator is zero, 0
considered as the value of all three features. These
are true for POS tag overlap and NER overlap
features too as is stated in the following sections.

Feature Extraction

. num of common n—grams
lexicalB, = f g Q
num of first sentence n—grams
i num of common n—grams
lexicalR, = s g 2)
num of second sentence n—grams
. lexical Py X lexicalR
lexicalF, = I I 3)

lexical Py + lexicalRy

POS tag overlap: The syntactic similarity of the
two sentences is obtained using the number of
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common syntactic patterns. POS tag vectors of
sentences is used for these features. In this step, we
removed punctuation marks. After word-
tokenizing, their POS tags is specified. Similar to
the words overlap feature, the syntactic pattern
overlap is computed for 1,2,3-grams, and for each,
the accuracy, recall and the F-measure are
calculated as follows ( AL-Smadi et al., 2017).

num of common POS tags

posP, = (4)

numof first sentence POS tags
num of common POS tags

posRy, = ®)

num of second sentence POS tags
(6)

Named entity overlap: 9 features obtained in
this step. These features gathered using named
entities vectors. At first we tokenize the sentence.
Then the entities are specified. Similarity is also
based on the type of named entity (place, person,
organization) and the word itself. The number of
common named entities is calculated for 1,2,3-
grams, for which the precision, recall and F-
measure are calculated as follows ( AL-Smadi et
al., 2017).

__ POSPy X posRy

osF, =
posin poSPy + posRy

num of common NEs

nerpP, =
n num of first sentence NEs

U]
near — num of common NEs (8)

num of second sentence NEs

nerPn X nerR
nean - n- - n

©)

Levenshtein maximum similarity: In this step,
we calculate the similarity between two sentences
based on their words similarity. These features are
obtained using stems vectors of the sentences.
First, we tokenize and remove punctuation marks.
Then the words stems are compared. The
Levenshtein method is used to determine the words
similarity. A matrix of Levenshtein values is
created for two sentences in which rows represent
the stems of the first sentence, and the columns
represent the stems of the second sentence. Then,
by using this matrix, a vector created which
contains the lowest values of each matrix row. In
fact, we consider the words in the second sentence
that are the most similar to the words in the first
sentence, and store their Levenshtein values in the
vector V. Then we sort this vector and keep only
five minimum values. Precision, recall and F-
measure are obtained in this step (AL-Smadi et al.,
2017). These features are calculated using the sum
of vector V values as follows:

nerPn + nerRy

lean _ sum of V values (10)

num of first sentence words

sumof V values

(11)

num of second sentence words

levenshteinPy X levenshteinR
levF, = " I (12)

levenshteinPy + levenshteinRy,

Alignment: This group of features computed by
the assumption that the two semantically similar
sentences can be aligned. To compute these
features, we use the V vectors which we obtained
in the previous section. If W; in the first sentence is
the most similar word to Wj in the second sentence,
i-j| shows the value of W; and W;alignment. For
each word in V, the alignment value computed and
stored in vector Y ( AL-Smadi et al., 2017). Then
Precision, recall and F-measure calculated as
follows:

alignmentP = sum of ¥ values (13)

numof first sentence words

alignmentR = sum of ¥ values (14)

num of second sentence words

. alignmentP X alignmentR
alignmentF = =4 g (15)

alignmentP + alignmentR

Character sequence: There are 4 features in
this step, each of them divided to the minimum
length of the two sentences. First we tokenize the
sentences, then remove stop words and
punctuation marks, after that we extract words
stems and rebuild the sentences (Tian et al., 2017).

e LCPrefix: The largest common prefix of
two sentences

e [ CSuffix: The largest common suffix of
two sentences

e [CSubString: The largest common
substring of the two sentences
e LCSequence: The Ilargest common

sequence of two sentences. Here we
consider the common characters in the
two sentences.

BOW similarity: In this step, a vector is
considered for each sentence. The cosine similarity
of these two vectors is considered as a feature for
the two sentences. Initially, we tokenize the
sentences. Then the punctuation marks and stop
words are removed from the tokens. The vectors of
the two sentences have a same size which is equal
to the size of the common unique words in these
sentences. If the word in the vector exists in the
sentence, the IDF of that word will replace it,
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otherwise its value will be zero (Tian et al., 2017).
The IDF values are created using the Arabic
Wikipedia corpus.

Word embedding similarity: A simple
definition for word embedding is to consider a
vector of numbers for each word. The words that
are more similar to each other, have closer vector
space. This vector specifies the syntax, semantic
and other features of the word. This way, it is
possible to display each word in tens or hundreds
of dimensions. There are several algorithms for this
purpose, while FastText is used here (Grave et al.,
2018). Arabic Wikipedia used to build this model.
Using the FastText pertained model, you can get a
300-dimensional vector for each word. First,
tokenization performed, then the punctuation
marks removed. Each sentence is represented as a
vector. This vector is obtained from the sum of the
vectors of the sentence words and finally their
average. Then a feature is obtained using the cosine
similarity of these two vectors (Eyecioglu and
Keller, 2016).

Word mover’s distance (WMD) score: In this
feature, the distance between two sentences is
obtained based on the words vectors distance using
FastText model. The more similar the words of two
sentences, the less distance between sentences
vectors. Thus for same sentences this value tends
to zero. First, the sentences are tokenized, then the
punctuation marks and stop words removed.
Finally, the distance between two sentences is
calculated.

Doc2vec similarity: in the FastText model, each
word represented by a vector. Unlike FastText, the
doc2vec model gives us a numerical representation
of a document, and we use it here to construct a
vector for each sentence. Arabic Wikipedia has
been used to construct this model. First, we
tokenize the sentence and remove the punctuation
marks. By using the pre-trained model, a doc2vec
vector created for each sentence. Then a feature is
obtained using the cosine similarity of these
vectors.

3.2

We use support vector machine to classify the
sentences. After feature extraction and creating the
training data, preprocessing these data should be
done. As the first step we normalize the data. In the
process of normalization, the values of each feature
(each column) is mapped to zero-mean and unit
variance values. Finally, the best features are

Sentence Classification

selected. For this purpose, SelectKBest algorithm is
used. This algorithm gets the number of selected
features n as the input. Then the model is built using
the selected features.

4 Evaluation

In order to select appropriate features, we
examined different inputs for SelectKBest
algorithm. All the training data of NSURL task§,
was used for test and the training model is built
using SVC. Due to Table 1, SelestKBest(38)
algorithm has the best results for detecting similar
sentences. Table 2 shows the score and the effect of
each feature using this algorithm. These features
are sorted by their score. According to this table,
precision, recall and F-measure of NER 3-grams
overlap are the three deleted features that have the
least score. Because of the short sentences, there is
no NER overlap at the 3-gram level in the
sentences, so this feature is not effective.

The SVC model is built, using the 38 features
mentioned before. The model is evaluated using
the NSURL 2019 task8 test data. The F-measure of
the proposed method is 82.58%.

Algorithm F- Recall precision
score

SelectKBest(37) 0.798 0.767  0.832

SelectKBest(38) 0.808 0.783  0.834

SelectKBest(39) 0.807 0.782  0.834

SelectKBest(41) 0.806  0.782  0.831

Table 1: Results of testing SelectKBest
algorithms on svc model.

5 Conclusion and Suggestions

In this paper, in order to detect similar Arabic
questions, a supervised approach proposed. 38
effective feature s are extracted for each pair of
questions which contain syntactic, semantic and
lexical features. Semantic features are obtained
using word embedding and doc2vec. Lexical
features are obtained by words overlap feature.
String based algorithms and syntactic features are
also obtained using the syntactic structure of the
sentence.

Due to Table 2, words overlap is one of the most
effective features. After that, the largest common
suffix, Word mover’s distance, Levenshtein
similarity, doc2vec similarity and bag of words
similarity have the highest priority respectively.
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Feature  Score | Feature Score | Feature Score | Feature Score | Feature  Score
lexicalP1 4095 | levF 1723 | alignmentR 879 nerR1 208 nerP2 19.7
lexicalF1 3055 | Doc2vec 1564 | alignmentF 646 nerP1 206 LCPrefix 6
LCSuffix 2871 | levP 1488 | posP1 633 Word_Embedding 204 nerP3 2
lexicalP2 2624 | BOW 1276 | posP2 380 posF3 146 nerR3 2
lexicalP3 2624 | LCSequence 1239 | posF1 326 posR2 60 nerF3 2
lexicalF2 2179 | lexicalR2 1231 | alignmentP 314 posR3 50

lexicalF3 2179 | lexicalR3 1231 | posP3 229 posR1 33

WMD 1885 | LCSubString 998 posF2 224 nerR2 20

levR 1822 | lexicalR1 910 nerF1 210 nerF2 19.9

Table 2: Features ranking using selectkbest algorithm.

Lexical features are effective because there is high
word overlap between similar sentences. Also
there are some synonyms in some of similar
sentences, so Word mover’s distance feature can be
helpful in detecting such sentences. But sometimes
instead of two words, two phrases can be
equivalent in meaning. Such cases are harder to
detect. In Doc2Vec feature the whole sentence
represents as a vector so it can covers some of the
flaws. In some pairs of questions, the meaning has
changed with displacement of the words, although
in many cases this does not change the meaning, so
the alignment feature can be somewhat effective in
identifying similar sentences.

After examining the sentences which were
incorrectly identified as similar, we found that
removing stop words improved the accuracy of the
system, although in some cases deleting these
words has led to a mistaken identification. For
example, some question words like who or when
are effective in similarity detection but some of
these words are ignored by removing stop words.
Also in some cases there is excess information in
one of the sentences which doesn’t change the
meaning but leads to incorrect similarity detection.

In order to improve the results, we can also
consider the similarity of the question words in the
two sentences. For example, the question word
“which year” is equivalent to “when”. Also the
synonym words in two sentences can be
determined using the semantic networks. Then in
computing words overlap we can assume that these
words are equal. To identify the similarity between
words, instead of Levenshtein similarity, semantic
networks can be used ( Pawar and Mago, 2018).
Syntactic n-grams overlap using the sentence
dependency tree is another feature that can be
effective in determining the similarity of two
sentences (Segura-Olivares et al., 2013; Kohail et
al., 2017)
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Abstract

Named entity recognition is a natural language
processing task to recognize and extract spans
of text associated with named entities and clas-
sify them in semantic Categories.

Google BERT is a deep bidirectional language
model, pre-trained on large corpora that can
be fine-tuned to solve many NLP tasks such as
question answering, named entity recognition,
part of speech tagging and etc. In this paper,
we use the pre-trained deep bidirectional net-
work, BERT, to make a model for named entity
recognition in Persian.

We also compare the results of our model with
the previous state of the art results achieved
on Persian NER. Our evaluation metric is
CONLL 2003 score in two levels of word and
phrase. This model achieved second place in
NSURL-2019 task 7 competition which asso-
ciated with NER for the Persian language. our
results in this competition are 83.5 and 88.4 f1
CONLL score respectively in phrase and word
level evaluation.

1 Introduction

in this paper we trained our model which is
participated in NSURL-2019 task 7 competition
(Taghizadeh et al., 2019) which associated with
NER for the Persian language.

Named Entity Recognition (NER) is one of the
important and basic tasks in natural language pro-
cessing, assigning different parts of a text to suit-
able named entity categories.

There are several sets of named entity (NE) cat-
egories introduced and used in different NE tagged
corpora as their tagsets. For example, Peyma’s

*Equal contribution.

(Shahshahani et al., 2018) tagset consists of per-
son, organization, location, date, money, percent,
and time, while the Arman tagset (Poostchi et al.)
contains person, organization, location, facility,
product, and event.

NER is one of the key parts of many down-
stream applications in NLP, such as question
answering (Aliod et al., 2006), information re-
trieval (Guo et al., 2009), and machine translation
(Babych and Hartley, 2003). As a result, the per-
formance of NER can affect the quality of a va-
riety of downstream applications. Furthermore,
this effect is more obvious in low-resource lan-
guages because in these languages due to lack of
data and tagged corpora, usually applications are
implemented in pipe-line architecture unlike other
languages like English which prefer to use End-to-
End solutions.

Preparing basic tools in under-resourced lan-
guages by high performance can be a good solu-
tion to such languages while we counter with lack
of data issue for training such tools.

We have trained conditional random field on the
top of pre-trained bidirectional transformer BERT.
Delvin et al. (Devlin et al., 2019) introduced
BERT as a pre-trained Bidirectional Transformer
model for language understanding tasks. BERT
achieved state of the art results in many tasks
like question answering, language inference, and
Named entity recognition.(Devlin et al., 2019)

The need for large tagged data is the main prob-
lem with the recent supervised methods such as
deep learning. Transfer learning can help this
problem for under-resourced languages. Word
embeddings approach (Mikolov et al., 2013),(Bo-
janowski et al., 2016), (Joulin et al., 2017) and
(Peters et al., 2018) are the first kind of trans-
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fer learning solutions. We use word embeddings
for supervised tasks after we trained them unsu-
pervised on large raw corpora of texts. By this,
they can reduce the need for huge labeled data.
They defer by BERT usually in many aspects like
the fine-tuning step. After pretraining BERT on
large row corpora, we fine-tune it for our spe-
cific supervised problem. While BERT tokenizes
text by itself, it extracts contextualized embed-
dings for each token. BERT is pre-trained on
104 languages like Persian, and this is one of
the big advantages of this model. Vaswani et al.
(Vaswani et al., 2017) introduced transformer ar-
chitecture and self-attention as an alternative for
encoder-decoder recurrent neural networks archi-
tecture which could achieve state of the art results
in English to German and English to France ma-
chine translation problem. Furthermore, the speed
for training transformers is much less than recur-
rent neural networks in encoder-decoder architec-
ture. CRF as a probabilistic model like hidden
Markov model makes it possible to extract and
consider structural dependencies among tags in
data. While Encoders like BERT try to maximize
likelihood by selecting best hidden representation
while CRF maximizes likelihood by selecting best
output tags. We achieved 88.4% CONLL F1 score
in word-level and 83.5% CONLL F1 score in
phrase-level evaluation on Peyma dataset. We won
second place in NSURL-2019 task 7 (Taghizadeh
et al., 2019) competition for NER task.

In section 2, we talk about previous methods
for NER and solutions like transfer learning to
deal with under-resourced languages. Section 3
describes BERT. Section 4 explains our model
in more details, discussing the training and test
phases. In section 5, we show the achieved re-
sults on experiments like evaluating our model on
different datasets. Section 6 concludes the paper.

2 Related Work

This paper describes a deep learning method based
on word embedding and transfer learning, for
named entity recognition in Persian language.
Thus, in this section we first discuss some related
work on Persian NER, then some recent work on
English NER, and then talk about some word em-
bedding models which can be used in NER tasks
via transfer learning.

Mortazavi and Shamsfard (Mortazavi and
Shamsfard, 2009) used a rule-based system to ex-

tract named entities for Persian languages. It was
one of the first implementations for NER in Per-
sian while no datasets existed in that time for eval-
uation. Poostchi et al. (Poostchi et al.) introduced
new annotated Persian named-entity recognition
dataset named Arman. Arman contains 250,015
tokens and 7,682 sentences. Set of entity cate-
gories consists of person, organization (like banks
and ministries), location, facility, product, and
event. They also trained conditional random field
with bidirectional LSTM on this dataset as a base-
line. Shahshahani et al. (Shahshahani et al., 2018)
introduced new annotated Persian named-entity
recognition dataset called Peyma. Peyma con-
tains 7,145 sentences, 302,530 tokens and 41,148
tokens with entity tags collected from 709 docu-
ments. Class distribution for both Peyma and Ar-
man datasets are presented respectively in Fig.1
and Fig.2.

BN Person
BN Organization
Location
Date
Time
Percent
Money

Figure 1: distribution of different classes in Peyma
dataset

BN Person
N Organization
Location
Facility
Event

|
|
|
N Product

Figure 2: distribution of different classes in Arman
dataset

Bokaei and Mahmoudi (Bokaei and Mahmoudi,

2018) trained recurrent and convolutional neural
networks with CRF on Arman dataset.
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Baevski et al. (Baevski et al., 2019) used
a novel method for training bidirectional trans-
former which could over perform previous work
and achieved state of the art result in English NER.

Akbik et al.(Akbik et al., 2018) used contextu-
alized word embeddings extracted from character-
level language model to solve the NER problem.

Delvin et al. (Devlin et al., 2019) introduced
BERT as a pre-trained bidirectional transformer.
They used and evaluated BERT on many tasks, in-
cluding NER.

Using unsupervised methods can be a promis-
ing way because the most important issue for
low resource languages is the lack of labeled data
while but the access to a large amount of raw texts
is more probable and feasible. Today, word em-
beddings such as Glove (Pennington et al., 2014),
word2vec (Mikolov et al., 2013) , and fastText
(Joulin et al., 2017) are essential parts of many
methods in NLP. These models give continuous
representations in n-dimensional space for each
word which contain semantic information and fea-
tures about that word.

Elmo (Peters et al., 2018) introduced deep con-
textualized word embedding by considering the
context of words. Which means words have dif-
ferent embedding in different contexts. Delvin et
al. (Devlin et al., 2019) and Radford et al.(Radford
et al.) proposed a new method with transfer self-
attention blocks without the need to change in ar-
chitecture for a specific problem. They suggest
fine-tuning pre-trained bidirectional transformers
for specific problems.

Radford et al. (Radford et al.) introduced a new
language model called GPT.2, which could reach
55% F1 score on the CoQA dataset without any
labeled data. This approach tries to remove the
need for labeled data and gives a general model to
solve problems against BERT, which tries just to
give a general model.

best performing models before us for NER
in Persian are LSTM based models which
usually come with CRF and pre-trained non-
contextualized embedding layers. these models
are evaluated on two common datasets for NER:
PEYMA and ARMAN. Bokaei and Mahmoudi
(Bokaei and Mahmoudi, 2018) and Shahshahani
et al. (Shahshahani et al., 2018) had reported the
best results which you can see in Table 3

Class
Label

4
BERT

@M @
Sentence 2

Sentence 1

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

Start/End Span

BERT

=E
Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, ColLA

o B-PER » (e}

® &
BERT
el ]le] -
Sar i
TS

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER

Figure 3: fine-tuning BERT in different tasks (Devlin
et al., 2019)

3 BERT

BERT (Bidirectional Encoder Representations
from Transformer) is a language model represen-
tation based on self-attention blocks. BERT is
pre-trained in different language model tasks on
raw unlabeled texts. The pre-trained deep bidi-
rectional model with one output layer can reach
state-of-the-art results in many tasks such as ques-
tion answering and Multi-Genre Natural Language
Inference. The idea is to have a general architec-
ture which fits many problems and a pre-trained
model which minimize the need for labeled data.
For example, in Fig. 3 You see how BERT can
be used in different tasks like question answering,
sentences pair classification, single sentence clas-
sification, and single sentence tagging task. While
each task has a different format of inputs and out-
puts. As mentioned before, one of the big advan-
tages of BERT is that it was trained in 104 lan-
guages and Persian is one of those. Which moti-
vate us to use it for NER in Persian.

4 Our Proposed Model

In this paper, we propose a method for Persian
NER. In this method, we use BERT pre-trained
model. As in NER task, we need to assign the
most suitable tag to each token, and suitable tok-
enization is an important step.

While BERT has its tokenization with Byte-Pair
encoding and it will assign tags to its extracted
tokens, we should take care of this issue. BERT
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extracted tokens are always equal to or smaller
than our main tokens (that taken from the Step-1
Shamsfard et al., 2010) because BERT takes to-
kens of our dataset one by one. As a result, we
will have intra-tokens which take X tag (meaning
don’t mention). We trained a conditional random
field and fully connected layer after output rep-
resentation of tokens extracted by BERT. It Is a
fine-tuning step to make the entire model ready for
NER task. You can see a schema of the model in

Fig4 .
0

CRF Layer

—~0000

Fully Connected
Network Layer

Bidirectional Encoder
Representations
from Transformers (BERT)

BERT

T

word, word, words word,

Figure 4: architecture of our trained model

5 Experiments

We have trained and tested our model on two dif-
ferent datasets: Peyma (Shahshahani et al., 2018)
and Arman (Poostchi et al.).We split PEYMA
dataset into 5 equal subsets (Peyma contains 7145
sentences thus each subset contains 1429 sen-
tences) and use 5-fold cross-validation. we re-
peated training phase 5 times separately, Each
time, one of the 5 subsets is used as the test set
and the remaining 4 subsets are put together to
form a training set. In all experiments, CONLL
F1 score is calculated in two levels: word and
phrase as a metric for evaluating the performance
of model. Results of our model on Peyma and Ar-
man datasets are given respectively in Table 1 And
Table 2.

On Peyma dataset We can reach 90.59%
CONLL F1 score in phrase-level and 87.62% F1
score in word level. Best results are seen for Per-
cent class and worst for Time.

On Arman dataset, We reached 79.93%
CONLL F1 score in phrase-level and 84.03% F1
score on word-level. Best results are seen for Per-
son class and worst for Event

One of the causes for achieving different results

in each class is the amount of named entities in
the datasets. As can be seen in Fig.1 and Fig.2, the
number of phrases for Time and Event classes are
much lower than others.

As you see in Table 3 in both word and phrase
levels, our model outperform other NER ap-
proaches for the Persian language. Unfortunately
previous works reported their results just on one
of the datasets. Shahshahani et al.(Shahshahani
et al., 2018) reported their results just in word
level evaluation on Peyma dataset.Table 3 shows
that our results are 10 percent better than Shahsha-
hani and colleagues on the same platform. On
the other hand Bokaei and Mahmoudi (Bokaei and
Mahmoudi, 2018) reported their results on Arman
dataset Which is lower than ours in both word and
phrase levels according to Table 3.

Arman
word | phrase
81.50 | 76.79

Peyma
word | phrase

Bokaei and Mahmoudi (Bokaei and Mahmoudi, 2018)
Shahshahani et al.(Shahshahani et al., 2018)
Beheshti-NER (Our Model)

80.0
90.59

84.03 | 79.93 87.62

Table 3: comparing results of our trained model with
others

The results of NSURL task-7 competition is re-
ported in two levels of evaluation, namely word
and phrase levels for two subtasks: A) NER for
3- classes (Person, Location, Organization) and
B) NER for all classes. for the competition, we
have trained our model on PEYMA corpus in ad-
dition to another corpus which was prepared by
Iran Telecommunication Research Center (ITRC).
The organizers also used two kinds of in-domain
and out-domain test data. Our model won second
place in all of these evaluation types.

Tables 4, 5, 6, 7 and 8 show the results of evalu-
ation reported by competition for all teams which
participated in the challenge. Our method is men-
tioned as Beheshti-NER-1'. Table 4 and 5 show
the results for subtask A. according to the tables,
we reached to 84.0% and 87.9% F1 score respec-
tively for phrase and word level evaluations.

!Code is available at https://github.com/
sEhsanTaher/Beheshti—-NER
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Date Location Money Organization Percent Person Time
B- I- B- I- B- I- B- I- B- I- B- I- B- I- all classes
word-fl | 84.83 | 88.44 | 91.60 | 82.39 | 95.78 | 97.59 | 89.07 | 90.29 | 94.97 | 97.13 | 93.17 | 94.25 | 83.50 | 86.48 90.59
phrase-f1 80.33 89.75 92.54 84.80 93.57 90.69 73.78 87.62

Table 1: results of our model on Peyma dataset. Two kinds of evaluation is used, namely word and phrase level. in
word level evaluation B- assigns to first token of phrase and I- is for middle and last tokens.

Event Faculty Location Organization Person Product
B- 1- B- 1- B- 1- B- I- B- I- B- I- all classes
word-f1 | 72.39 | 78.58 | 76.49 | 78.77 | 82.53 | 78.96 | 81.12 | 87.51 | 92.81 | 94.83 | 68.56 | 71.34 84.03
phrase-f1 58.45 69.53 80.73 78.01 91.46 62.97 79.93
Table 2: results of our model on Arman dataset.
Test Data 1 . . .
Team T Domain Out Domain Toml details of evaluation for each class in subtask
P R F1 P R Fl P R Fl . s s
I | MorphoBERT 887 | 85.5 | 87.1 | 86.3 | 83.8 | 85 | 873 | 84.5 | 85.9 B is given in Table 7. as you see all teams have
2 | Beheshti-NER-1 853 | 84.4 | 84.8 | 84.4 | 82.6 | 83.5|84.8 | 833 | 84 hlgher scores 1n Percent Class and the WOrst score
3 [ Team-3 874 | 772 | 82 | 874 | 734 | 7198 | 874 | 75 | 80.7 . .
4 | ICTRC-NLPGroup | 87.5 | 76 | 813 | 862 | 696 | 77 | 8638 | 72.3 | 789 for many teams is for Time class.
5 [ UT-NLP-IR 753 | 689 | 72 | 723 | 60.7 | 66 | 736 | 64.1 | 685
6 | SpeechTrans 415 | 395 | 405 | 43.1 | 38.7 | 40.8 | 424 | 39 | 40.6
7 | Bascline 322|458 | 37.8 | 32.8 | 39.1 | 35.7 | 32.5 | 41.9 | 366 Team Test Data 1
PER | ORG | LOC | DAT | TIM | MON | PCT | Total F1
) 1 | MorphoBERT 904 | 803 | 87.1 | 789 | 71 | 93.6 | 968 | 854
Table 4: Phrase-level evaluation for subtask A: 3- 2 | Beheshti-NER-1 | 81.8 | 80.8 | 88 | 77.8 | 758 | 85.1 | 91.6 | 835
| 3| Team 3 799 | 772 | 839 | 747 | 643 | 921 | 974 | 805
classes 4 [ ICTRC-NLPGroup | 76.2 | 75.93 | 82.8 | 76 | 67.1| 913 | 936| 79
5 [ UENLP-IR 634 | 588 | 782 | 76.1 | 69.1 | 845 | 935 | 70.1
6 | SpeechTrans 243 | 235 | 63.1 12 4.1 0.3 0.7 36.1
7 [ Baseline 235 | 381 | 442 | 416 | 303 | 137 | 366 | 363
Test Data 1
Team In Domain Out Domain Total . .
P R[Fl| P[RJ[F | P[R]F Table 8: Details of phrase-level evaluation for subtask
I | MorphoBERT 92.5 | 86.7 | 89.5 | 915 | 84 | 87.6 | 92.1 | 85.2 | 88.5 .
7 | Beheshti-NER-1 | 905 | 87.2 | 88.8 | 89.7 | 85 | 873 | 90.1 | 85.8 | 879 B: 7-classes
3 | Team-3 802 | 795 | 84.1 | 89.5 | 74.7 | 814 | 893 | 769 | 82.7
4 [ ICTRC-NLPGroup | 90.1 | 782 | 83.7 | 88.7 | 70.2 | 784 | 89.4 | 73.5 | 80.7
5 | ULNLP-IR 87.3[71.9 | 789 | 864 | 61.1 | 71.6 | 86.9 | 65.7 | 74.8 6 Conclucion
6 | SpeechTrans 66.8 | 38.3 | 48.7 | 66.2 | 352 | 46 | 66.6 | 36.4 | 47
7 | Baseline 462 | 426 | 443 | 452 | 35.1 | 395 | 459 | 384 | 41.8

Table 5: Word-level evaluation for subtask A: 3-classes

results for subtask B is given in Table 6 and 7.
we can achieve 83.5% and 88.4% F1 score respec-
tively for phrase and word level evaluation.

Test Data 1
Team In Domain Out Domain Total

P R Fl1 P R Fl1 P R Fl1
1 | MorphoBERT 88.4 | 848 | 86.6 | 86 | 83.1 |845| 87 |83.8]854
2 | Beheshti-NER-1 84.8 | 83.6 | 842 | 839 | 82 83 | 843|827 835
3 | Team-3 874|773 | 82 |87.3|72.8| 794|873 | 747 80.5
4 | ICTRC-NLPGroup | 87 | 76.1 | 81.2 | 86.2 | 70.2 | 77.4 | 86.5 | 72.7 | 79
5 | UT-NLP-IR 773|702 | 73.6 | 74.1 | 61.9 | 67.5 | 75.5 | 65.4 | 70.1
6 | SpeechTrans 38 | 345362389336 36 |385| 34 |36.1
7 | Baseline 32.8 | 457|382 | 32 |38.1|348|324 |413]|363

Table 6: Phrase-level evaluation for subtask B: 7-
classes

Test Data 1
Team In Domain Out Domain Total
P R F1 P R F1 P R F1
1 | MorphoBERT 94 189.1 915 |91.8|857|88.6|928|87.1|89.9
2 | Beheshti-NER-1 91.4 | 873|893 |89.7|857 877|904 |865]| 884
3 | Team-3 91.3 | 84.1 | 87.5 (909|779 | 83.9 | 91.1 | 80.7 | 85.5
4 | ICTRC-NLPGroup | 89.2 | 83.1 | 86.1 | 89.8 | 76.5 | 82.6 | 89.7 | 79.4 | 84.2
5 | UT-NLP-IR 927793 | 854 |91.1 | 684|781 |919 731|814
6 | SpeechTrans 76.1 | 329|459 | 749 | 30.3 | 43.2 | 75.7 | 31.5 | 44.5
7 | Baseline 50.6 | 47.8 | 49.2 | 42.6 | 35.1 | 38.5 | 46.5 | 40.9 | 43.5

Table 7: Word-level evaluation for subtask B: 7-classes

in this work we fine-tuned the pre-trained BERT
model with a CRF layer in NER task for Persian
language. our trained model achieved best results
compared to the previous ones and ranked as the
second team in NSURL competition. this work
present BERT as a good transfer learning solution
for solving low resource problems.

results show that our model could outperform
previous methods with a dramatic difference. the
reason for this could be using a big pre-trained
model, BERT, which achieved state of the art re-
sults in English and proved to perform well with a
less amount of data for training.
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Abstract

Automatic Dialogue Acts Recognition is con-
sidered a crucial step for semantic extraction
in Natural Language Understanding and Di-
alogue Systems. In this paper, we introduce
our work aiming to recognize the dialogue
acts of the users in a Textual Dialogue sys-
tem using Levantine Arabic dialect. Our Di-
alogue acts have 8 types: Greeting, Good-
bye, Thanks, Confirm, Negate, Ask_repeat,
Ask_for_alt, and Apology. Various Machine
Learning algorithms -with different features
have been used to detect the correct speech act
categories: Logistic Regression, SVM, Multi-
nomial NB, Extra Trees Classifier, Random
Forest Classifier. We also used the Voting En-
semble method to make the best prediction
from each classifier. We compared the results
of the proposed models on a hand-crafted cor-
pus in the restaurants orders and airline ticket-
ing domain. The SVM algorithm with 2-gram
has given the best results.

1 Introduction

Modeling and automatically identifying the struc-
ture of spontaneous dialogues is very important
to better interpret and understand them. Speech
act (or Dialogue act) recognition is considered an
essential step in these models. Austin defines in
(Austin, 1962) the speech act as the meaning of
an utterance at the level of illocutionary force. In
other words, the dialogue act is the function of a
sentence (or its part) in the dialogue. For exam-
ple, the function of a question is to request some
information, while an answer shall provide this in-
formation.

The recognition of speech acts has gained con-
siderable interest over the past two decades. Its

significance derives from its broad range of appli-
cations such as: Tutorial Dialogue Systems (Ezen-
Can and Boyer, 2014) (Rus et al., 2017), Ma-
chine Translation (Fukada et al., 1998), Animation
of Talking Heads, Conversational Analysis (FiSel,
2007), Natural Speech Synthesis, Customer Ser-
vice Conversation Outcomes Prediction (Oraby
etal., 2017), etc.

Many researchers have proposed different ap-
proaches to recognize speech acts in different lan-
guages, such as English (Bothe et al., 2018) (Chen
etal., 2018) (Elmadany et al., 2018), Korean (Kim
et al., 2011) (Kim and Kim, 2018), German (Zar-
isheva and Scheffler, 2015), etc. They have de-
veloped different tag sets and corpora, investigat-
ing a variety of supervised (Tavafi et al., 2013)
(Chen et al., 2018) (Kumar et al., 2018) and unsu-
pervised machine learning techniques (Ezen-Can
and Boyer, 2014) (Kristy Elizabeth Boyer, 2015)
(Sherkawi et al., 2018).

The correct interpretation of the intents behind
a speakers utterances plays a very essential role in
determining the success of a dialogue. Therefore,
the intents classification module lies at the very
core of any dialogue system.

In general, chat bot systems can be composed
of three basic components: Natural Language Un-
derstanding (NLU), Dialogue Manager (DM), and
Natural Language Generation (NLG). The recog-
nized dialogue acts (from the Natural Language
Understanding component) are usually used as an
input to the Dialogue Manager component, to help
determine the next action of the system, such as
giving correct information when the user is asking
a question, and keeping quiet when the user is just
acknowledging, or giving a simple comment. The
Dialogue Acts taxonomy differs according to the
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dialogue system domain.

The work presented here is part of a project that
aims to build a domain-independent textual dia-
logue system in Levantine Arabic dialect. The
concept of dialect in Arabic world is different from
what is known in the west, as people do not use
Standard Arabic in their day life but different di-
alects, which are very different from standard Ara-
bic. Arabic dialects are generally classified by re-
gions, such as in (Habash, 2010) where Arabic di-
alects were classified into North African, Levan-
tine, and Egyptian. Our work considers the dia-
logues in Levantine (mostly Syrian) dialect.

The main contributions of this work are as fol-
lows:

e We provide an insight on the annotation of
our Levantine Arabic Dialogue Act corpora
used in restaurants orders and airline ticket-
ing domain.

e We propose 5 learning models for Dialogue
Act identification, along with different fea-
tures.

e We evaluate and compare the accuracy of the
different models on our Dialogue Act dataset.

Our paper is divided as follows: section 2
presents related works, section 3 is our proposed
methods for the classification of the speech acts,
including the proposed taxonomy and dataset.
Section 4 presents the evaluation for our approach,
and section 5 is the conclusion.

2 Related Works

Automatic recognition of dialogue acts is an im-
portant, yet still underestimated component of
Human-Machine Interaction dialogue architec-
ture. The research in this area have made great
progress during the few last years.

In (Kumar et al., 2018) authors have built a hi-
erarchical recurrent neural network using bidirec-
tional LSTM as a base unit and the conditional
random field (CRF) as the top layer to classify
each utterance into its corresponding dialogue act.
The hierarchical network learns representations at
word, utterance, and conversation levels. The
conversation level representations are input to the
CREF layer, which takes into account all previous
utterances and their dialogue acts. They validated
their approach on Switchboard (SwDA) and Meet-
ing Recorder Dialogue Act (MRDA) data sets, and

show performance improvement over the state-of-
the-art methods by 2.2% and 4.1% absolute points,
respectively.

(Bothe et al., 2018) used simple RNN to model
the context of preceding utterances. They used
the domain independent pre-trained character lan-
guage model to represent the utterances. Their
proposed model was evaluated on the Switchboard
Dialogue Act corpus and achieved an accuracy of
77.34% with context compared to 73.96% without
context.

(Lee et al., 2016) have also presented a model
based on recurrent neural networks and convolu-
tional neural networks that incorporates the pre-
ceding short texts. They validated their model
which achieved state-of-the-art results on three
different datasets (DSTC 4, MRDA, and SwDA)
for dialogue act prediction.

(Khanpour et al., 2016) have applied a deep
LSTM structure to classify dialogue acts (DAs)
in open-domain conversations (Khanpour et al.,
2016). They found that the word embeddings pa-
rameters, dropout regularization, decay rate and
number of layers have the greatest impact on
the final system accuracy. They validated their
model which outperformed the state-of-the-art on
the Switchboard corpus by 3.11%, and MRDA by
2.2%.

In (Chen et al., 2018) authors proposed the
CRF-Attentive Structured Network (CRF-ASN) to
solve the problem in two steps. They first en-
coded the rich semantic representation on the ut-
terance level by incorporating hierarchical gran-
ularity and memory enhanced inference mecha-
nism. The learned utterance representation cap-
tured long term dependencies across the conversa-
tion. Next, they adopted the internal structured at-
tention network to compute the dialogue act influ-
ence and specify structural dependencies in a soft
manner. The approach enabled the soft-selection
attention on the structural CRF dependencies and
took account of the contextual influence on the
nearing utterances. The method achieved better
performance than several state-of-the-art solutions
on SWDA and MRDA datasets.

(Wan et al., 2018) proposed an improved dy-
namic memory networks with hierarchical pyra-
midal utterance encoder. Moreover, they applied
adversarial training to train the proposed model,
which was evaluated on Switchboard dialogue act
corpus and the MapTask corpus. Extensive ex-
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periments showed that the model was robust and
achieved better performance compared with some
state-of-the-art baselines.

Concerning non English languages, some re-
searches were focused on multilingual domain,
such as the work of (Cerisara et al., 2018) who
proposed a deep neural network approach that ex-
plores recurrent models to capture word sequences
within sentences, and further studied the impact
of pre-trained word embeddings. The model was
validated on three languages: English, French and
Czech, and the performance was consistent across
these languages and comparable to the state-of-
the-art results in English.

(Jahanbakhsh-Nagadeh et al., 2019) presented
a dictionary-based statistical technique for Persian
speech acts recognition. They used lexical, syntac-
tic, semantic, and surface features to detect seven
classes of speech acts. To evaluate their proposed
technique, they implemented four classification
methods including Random Forest, Support Vec-
tor Machine, Naive Bayes, and K-Nearest Neigh-
bors. The experimental results demonstrated that
the proposed method using RF and SVM had the
best classification accuracy.

Arabic speech acts classification started to show
few initiatives. Sherkawi et al. presented their
rule-based model to detect Arabic Speech Act
types (Sherkawi et al., 2017). The Expert Sys-
tem has been developed in a bootstrapping man-
ner, to classify an utterance written in the Mod-
ern Standard Arabic (MSA) to one of the six-
teen speech act types (Affirmation, Negation, Con-
firmation, Interrogation, Imperative, Forbidding,
Wishing, Vocative, Prompting, Rebuke, Exclama-
tion, Hope, Condition, Praise, Dispraise, Swear).
The system was tested on a hand-crafted corpus of
about 1500 MSA sentences.

In a following research, (Sherkawi et al., 2018)
proposed a statistical based technique to recog-
nize MSA Arabic speech acts. The proposed tech-
nique used surface features, cue words and contex-
tual information. The authors compared the results
of multiple machine learning algorithms (Decision
Trees, Naive Bayes, Neural Networks and SVM)
on a corpus of 1500 MSA sentences. The Decision
Tree algorithm had the best results.

(Elmadany et al., 2018) used the JANA corpus
(4725 utterances in Egyptian Dialect) to create a
statistical dialogue analysis model for recognizing
utterances dialogue acts using a machine learn-

ing approach based on multi-classes hierarchical
structure.

In (Graja et al., 2013), authors used the TuDi-
Col corpus (12182 utterances in Tunisian Dialect)
to develop a discriminative algorithm based on
conditional random fields (CRF) to semantically
label spoken Tunisian dialect turns which are not
segmented into utterances.

(Shala et al., 2010) applied speech act classifi-
cation for Arabic discourse using SVM, NB and
Decision Trees machine learning classifiers on a
dataset of about 400 MSA utterances collected
from newspapers.

One more work on Arabic language was con-
ducted by (Hijjawi et al., 2013) whose approach
was based on Arabic function words (such as, Ja
do, = how) . They focused on questions/non-
questions utterance classification using decision
trees.

To the best of our knowledge, there are no stud-
ies on the Dialogue Act recognition of Levantine
Arabic Dialect.

3 Our Approach

Our system is built to be domain independent, but
in this work, we have applied it on both restau-
rants order and airline ticketing systems. Here-
after, we will introduce our taxonomy, our in-
house built datasets, preprocessing steps, and the
different machine learning algorithms used.

3.1 Our Taxonomy

Based on our chatbot system, we have adopted
our own taxonomy of speech acts that are mostly
used in restaurants orders and airline ticketing.
We divided the utterances into 8 types: (Greeting,
Goodbye, Thanks, Confirm, Negate, Ask_repeat,
Ask_for_alt, and Apology).

Table 1 presents the descriptions of our taxon-
omy with corresponding examples.

3.2 Our Dataset

To our knowledge, there is no available corpus in
the case of Levantine dialect that can be used to
develop our dialogue system. Therefore, we man-
ually built our own dataset, which consists of sen-
tences from two domains: Restaurants Orders and
Airplane Ticketing domain.

Our corpus contains a set of 873 sentences that
were manually tagged. We started from scratch
and collected the sentences from different sources:
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e (63%) Obtained by means of crowdsourcing:
We asked our colleagues to write sentences
of how they would imagine a restaurant or-
der or flight reservation conversation would
go, then we manually tagged the sentences
according to our taxonomy.

e (32%) Extracted from Levantine tweets re-
lated to the two domains: A python code was
used to download tweets according to key-
words for every class, these sentences were
then manually labeled.

e (5%) A dataset collected in a previous food
order chatbot project (Shbib et al., 2017).

matowse | s | escripon | Ernte
Greeting a LG SYWES R,
person and marHaba kyfak
Greeting 12.9 | saying hello. | $wO0 >xbarak
Hello how are
you what are
you up to?
POdl pSide 5
Ending a o 4l
conversation | wA Ealaykum
Goodbye 11.0 | orsaying alsalam AI"A
goodbye. maEak
Peace be upon
you, goodbye
Thanking a s | S
Thanks 13.0 | person. $ukran ktyr
Thanks a lot.
Confirming a | i i
Confirm 13.6 | yes/no >y >akyd
question. Yes of course
Negating a gl ¥
es/no 1A mA bid"i
Negate 1.8 Zuestion. No I don’t
want it
dald (Ses
Asking the SCdd g
speaker to Mumkin tEyd
Ask_repeat | 12.7 rgpeat what $w gt Y
he said. Can you repeat
what you said?
ke 290
Asking for SOk ud
alternative $w fi Eandak
Ask_for_alt | 12.6 | options if gyr xayarat
given. What other
options do
you have?
Apologizing | cawi
Apology 12.0 | to a person. Isif
Sorry

Table 1: Our Dialogue Acts Taxonomy.

In another experiment, we have created a multi-
labeled version of the dataset in order to apply

multi-labeling classification techniques to the task.
The dataset has been manually retagged such that
each sentence can belong to one or more class (Di-
alogue act). For both experiments, the data was
divided 80% for training and 20% for testing.

3.3 Preprocessing

Different steps were taken to preprocess the data.
First, data was resampled to create equal number
of sentences for each class.

No stop words were removed because stop
words like (yes/ pas , no/y, OK/ ats...) are key
features in the classification of speech acts.

We also tested the impact of using the stem of
the words vs. the full form words, on the Dialogue
acts classification. Therefore, we used the Ara-
bic ISRI stemmer and compared the results using
SVM classification algorithm.

3.4 Classification Algorithms

We used a set of different classifiers with different
features and compared them. The classification
algorithms that were tried were LogisticRegres-
sion (LR), Support Vector Machine (SVM), Multi-
nomialNB (MNB), ExtraTreesClassifier (ET), and
RandomForestClassifier (RF). We also used the
voting ensemble method to make the best predic-
tion from each classifier.

The features that were tried in this paper are TF-
IDF, N-gram (N-grams were tried from 1 to 5),
a combination of TF-IDF and N-gram. We also
compared some feature selection methods such as
Select From Model, Feature Union, and Recursive
Feature Elimination (RFE). We implemented dif-
ferent experiments, and assessed their results us-
ing precision, recall and f-measure metrics.

The comparison results of the N-gram feature
on Logistic Regression classifier is shown in Table
2. The table shows that 2-gram is the best feature
with an accuracy of 0.89%.

Ngram 1 2 3 4 5
Accuracy | 0.88 | 0.89 | 0.87 | 0.87 | 0.87

Table 2: Accuracy using Logistic Regression with
N-gram (1-5)

In order to minimize the number of features
in our model, and only select the best features,
we compared some feature selection models and
tested their results on our Logistic Regression
classifier. Results are shown in Table 3.
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Feature Selection Model | LR Accuracy
Select From Model 399
(Extra Trees Classifier) ¢
Select From Model 38
(Random Forest Classifier) ¢
Select From Model 389%
(Linear SVC) °
Select K-best
(k = 800) 1%
Select Percentile
(percentile = 50) 89%

Table 3: Results of different Feature Selection
Models

The results presented in Table 3 show that Se-
lect k-best with k = 800 feature is the best feature
selection model, thus it will be used in our next
experiments.

4 Evaluation

In order to evaluate our approach, we implemented
five machine learning models: LogisticRegression
(LR), Support Vector Machine (SVM), Multino-
mialNB (MNB), ExtraTreesClassifier (ET), and
RandomForestClassifier (RF).

We trained each classifier on different features
and compared the results. The voting ensemble
method was also evaluated for each feature. Table
4 compares the results obtained using our models.

N-gram | TF-IDF | L¥-IDF &
N-gram
LR | 091 0.89 0.86
SVM | 0.89 0.86 0.83
RF 0.79 0.73 072
MNB | 0.86 0.87 0.85
ET 0.88 0.87 0.86
Voting | 0.90 0.89 0.87

Table 4: Results of different Machine Learning
Models

The results show that Logistic Regression
model using N-gram features outperforms the rest.
Logistic Regression model improved the Dialogue
Acts labeling accuracy over the SVM model by
2%.

To study the impact of using a stemmer in
the preprocessing step, we used the ISRI stem-
ming algorithm which is implemented for Mod-
ern Standard Arabic, and to our knowledge there
is no stemmer for the Levantine Dialect. Re-
sults showed that using the MSA stemming did
not improve the accuracy of the recognition. The
MSA stemmer produces incorrect stems such as

«i/Abad for the word ¢uL/mAbid y, and ses/lamw
for the word sctw/yislamw. These erroneous
stems will be part of the features used, and will
definitely affect the classification results.

In order to further analyze the results, we looked
into the confusion matrix to know which labels are
correctly/incorrectly assigned to sentences.

Figure 1 shows the confusion matrix of our Lo-
gistic Regression. We notice that the most errors
were made in sentences that belong to the class
“Thanks” and were predicted as “confirm”.

Confirm| 23 | 0 0|21 (|0f2

Ask Repeat| 2 |30 ] 0 3|1]0([0]O0

Goodbye| 1 | 0 (26| 0 |2 |0 | O] O

Apology| 2 | 0 | 0 |34 1[0 ([0] O

Negatel 1 |1 [0 | 0 |34[0 (0|1

Ask For Alt)f 1 |0 | O[O0 |1 |44 0] O

Greetingl 1 (0| 1 [0 ]| O[O0 [38([0

Thanks| 4 | O | O |1 [0 |1 ] 030

= 2 - o — =1} ]

é g g %ﬁ g” < g E

S ¥ 88 & Z B g =
SRR 3

Figure 1: Confusion Matrix of the LR model

We noticed from the false predicted utterances
that the sentences in fact belong to both classes,
“Thanks” class and “Confirm” class. Table 5
shows some examples of these mislabeled sen-
tences.

Dialog Act | Sentence

Thanks a'""o'mi é‘%’:fi’au ¢
do 9L 9 LS Y
Al Sdaay | )Sa i

Thanks s 3! o 521

Thanks kel Sdass (ST

Table 5: Examples of “Thanks” sentences pre-
dicted as “Confirm”

To solve this problem, we re-labeled the data
so each sentence would belong to more than one
class, then we applied the One Vs. Rest multi-
labeling classifier. The Results using different
classifiers are shown in Table 6

Results show that our SVM classifier outper-

forms the rest of the classifiers with an accuracy
of 86%.
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One Vs. Rest Classifier | Accuracy
LR 0.84
SVM 0.86
RF 0.84
MNB 0.85
ET 0.82

Table 6: Results of the different Multi-labeling
classifiers

5 Conclusion

In this paper, we have investigated different Dia-
logue act recognition models for Levantine Ara-
bic language. The best model will be embedded
into the Language Understanding component in
our Arabic Conversational (Syrian Levantine Di-
alect) system.

We implemented different Machine Learning
algorithms along with different features and fea-
ture selection methods. We evaluated the proposed
techniques on a hand-crafted dataset in the restau-
rant’s orders and airline ticketing domain. The
best results were achieved using SVM model with
86% accuracy).

In the future, we intend to record a real restau-
rant and Ticket ordering conversations and create
a new larger dataset, with real life situations and
speech act sequences. This new dataset will allow
us to take into consideration the whole context of
the sentence in predicting the speech act of each
utterance.

Building a Morphological Analyzer (or even a
simple light stemmer) for Levantine (Syrian) Ara-
bic, and using it in the preprocessing steps, will
allow to extract many important features such as
dialect negation tools (usually concatenated with
the word itself, such as ¢ ,./I will not, s/l don’t
want), and this will improve the correct dialogue
acts recognition.
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Abstract

In this paper, we describe our team’s ef-
fort on the semantic text question sim-
ilarity task of NSURL 2019. Our top
performing system utilizes several innova-
tive data augmentation techniques to en-
large the training data. Then, it takes
ELMo pre-trained contextual embeddings
of the data and feeds them into an ON-
LSTM network with self-attention. This
results in sequence representation vectors
that are used to predict the relation be-
tween the question pairs. The model is
ranked in the 1st place with 96.499 F1-
score (same as the second place F1-score)
and the 2nd place with 94.848 F1-score
(differs by 1.076 Fl-score from the first
place) on the public and private leader-
boards, respectively.

1 Introduction

Semantic Text Similarity (STS) problems are both
real-life and challenging. For example, in the
paraphrase identification task, STS is used to pre-
dict if one sentence is a paraphrase of the other or
not (Madnani et al., 2012; He et al., 2015; AL-
Smadi et al., 2017). Also, in answer sentence
selection task, it is utilized to determine the rel-
evance between question-answer pairs and rank
the answers sentences from the most relevant to
the least. This idea can also be applied to search
engines in order to find documents relevant to a
query (Yang et al., 2015; Tan et al., 2018; Yang
etal., 2019).

A new task has been proposed by Mawdoo3!
company with a new dataset provided by their
data annotation team for Semantic Question Sim-
ilarity (SQS) for the Arabic language (Schwab

"https://www.mawdoo3. com

et al., 2017; Mahmoud et al., 2017; Alian and
Awajan, 2018). SQS is a variant of STS, which
aims to compare a pair of questions and determine
whether they have the same meaning or not. The
SQS in Arabic task is one of the shared tasks of the
Workshop on NLP Solutions for Under Resourced
Languages (NSURL 2019) and it consists of 12K
questions pairs (Seelawi et al., 2019).

In this paper, we describe our team’s efforts to
tackle this task. After preprocessing the data, we
use four data augmentation steps to enlarge the
training data to about four times the size of the
original training data. We then build a neural net-
work model with four components. The model
uses ELMo (which stands for Embeddings from
Language Models) (Peters et al., 2018) pre-trained
contextual embeddings as an input and builds se-
quence representation vectors that are used to pre-
dict the relation between the question pairs. The
task is hosted on Kaggle? platform and our model
is ranked in the first place with 96.499 F1-score
(same as the second place F1-score) and in the sec-
ond place with 94.848 F1-score (differs by 1.076
Fl-score from the first place) on the public and
private leaderboards, respectively.

The rest of this paper is organized as follows. In
Section 2, we describe our methodology, including
data preprocessing, data augmentation, and model
structure, while in Section 3, we present our ex-
perimental results and discuss some insights from
our model. Finally, the paper is concluded in Sec-
tion 4.

2 Methodology

In this section, we present a detailed description
of our model. We start by discussing the prepre-
cessing steps we take before going into the details
of the first novel aspect of our work, which is the

https://www.kaggle.com
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Figure 1: Punctuation marks considered in the prepro-
cessing step

data augmentation techniques. We then discuss
the neural network model starting from the input
all the way to the decision step. The implementa-
tion is available on a public repository.?

2.1 Data Preprocessing

In this work, we only consider one preprocessing
step, which is to separate the punctuation marks
shown in Figure 1 from the letters. For example, if
the question was: “? Jb| (a8 (l> »”, then it will

be processed as follows: “¢ Jd| (a8« L 0.

This is done to preserve as much information as
possible in the questions while keeping the words
clear of punctuations.

2.2 Data Augmentation

The training data contains 11,997 question pairs:

5,397 labeled as 1 (i.e., similar) and 6,600 labeled

as 0 (i.e., not similar). To obtain a larger dataset,

we augment the data using the following rules.
Suppose we have questions A, B and C

¢ Positive Transitive:

If A is similar to B, and B is similar to C, then
A is similar to C.

* Negative Transitive:

If A is similar to B, and B is NOT similar to
C, then A is NOT similar to C.

Note: The previous two rules generates
5,490 extra examples (bringing the total up
to 17,487).

¢ Symmetric:

If A is similar to B then B is similar to A, and
if A is not similar to B then B is not similar
to A.

Note: This rule doubles the number of exam-
ples to 34,974 in total.

*https://github.com/AliOsm/
semantic-question-similarity
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40000
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Figure 2: Number of examples per data augmentation
step

* Reflexive:
By definition, a question A is similar to itself.

Note: This rule generates 10,540 extra posi-
tive examples (45,514 total) which helps bal-
ancing the number of positive and negative
examples.

After the augmentation process, the training
data contains 45,514 examples (23,082 positive
examples and 22,432 negative ones). Figure 2
shows the growth of the training dataset after each
data augmentation step.

2.3 Model Structure

We now discuss our model structure, which is
shown in Figure 3. As the figure shows, the model
structure can be divided into the following com-
ponents/layers: input layer, sequence representa-
tion extraction layer, merging layer and decision
layer. The following subsections explain each
layer/component in details.

2.3.1 Input

To build meaningful representations for the input
sequences, we use the Arabic ELMo pre-trained
model* to extract contextual words embeddings
with size 1024 and feed them as input to our
model. The representations extracted from the
ELMo model are the averaged sum of word en-
coder and both first and second Long Short-Term
Memory (LSTM) hidden layers. These represen-
tations are affected by the context in which they
appear (Cheng et al., 2015; Peters et al., 2018;
Smith, 2019). For example, the word “Ca3”

will have different embedding vectors related to
the following two sentences as they have different

*nttps://github.com/HIT-SCIR/
ELMoForManyLangs
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Figure 3: Model Structure

meanings (‘gold’ in the first sentence and ‘went’
in the second one):

Translation: Ali has a lot of gold.
Translation: Ali went away.

2.3.2 Sequence Representation Extractor

This component takes the ELMo embeddings re-
lated to each word in the question as an input
and feeds them into two a special kind of bidi-
rectional LSTM layers called Ordered Neurons
LSTM (ON-LSTM)® introduced in (Shen et al.,
2018) with 256 hidden units, 20% dropout rate,
and 8 as the chunk size for each of them. Then, it
applies sequence weighted attention® proposed by
(Felbo et al., 2017) on the outputs of the second
ON-LSTM layer to get the final question represen-
tation. This component uses the same weights to
compute representations for each question in the
pair. The details of this component are as follows
(Shen et al., 2018).

Since NLP data are structured in a hierarchi-
cal manner, the authors of ON-LSTM (Shen et al.,

Shttps://github.com/CyberzHG/
keras—-ordered—-neurons

*https://github.com/CyberzHG/
keras-self-attention

2018) proposed a new form of update and activa-
tion functions (in order to enforce a bias towards
structuring a hierarchy of the data) to the standard
LSTM model reported below:

I —Jg(WfCCt—i-Ufht 1+bf) ()
i = og(Wize + Uihi—1 + b;) 2)
or = og(Wows + Ushs—1 + b,) 3)
é = tanh(Wexy + Uchi—1 + be) “4)
ht = o o tanh(c;) (5)

The newly proposed activation function is
cumazx cumsum(softmax(x)), where
cumsum denotes the cumulative sum function.
Among the desired properties of this function is to
control the updates on the memory cell such that
the higher ranking neurons get updated less fre-
quently (storing long-term and global information)
compared to the lower ranking neurons, which are
updated more frequently (storing short-term and
local information). This makes the neurons up-
dates dependent on each other in contrast to the
updates on the standard LSTM neurons.

The following equations define the new master
input and forget gates and the new memory cell
update function based on the new activation func-
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tion:
fi = cumaz(W sz + Ushi—1 + bf) (6)
ip=1-— cumax(Wsxy + Ushy—1 +b;)  (7)
wr = J?t o it ®)
fthtowt‘i‘(ft—wt) ©)
fy = iy 0wy + (i — wy) (10)
ct=froci1+iioé an

The attention mechanism (inspired by (Bah-
danau et al., 2014; Yang et al., 2016)) allows the
model to learn to decide the importance of each
word and build the final question representation
vector based on important words only, while tun-
ing out less important words. With a single param-
eter, w,, the attention mechanism can be described
as follows:

€t = htwa (12)
exp(er)
= 13
ST ean(er) (42
T
v = Z aih; (14)
=1

The weight matrix w, is the only new trainable
parameter which learns the attention mechanism
over the outputs of the second ON-LSTM layer.
To calculate the importance scores, a;, for each
time step, it first multiplies each time step output,
h¢, by the weight matrix, w,, and normalizes the
results using a Softmax function. Finally, the final
sequence representation, v, is the weighted sum
over all ON-LSTM outputs using the importance
scores calculated earlier as weights.

2.3.3 Merging Technique

After extracting the representations related to each
question, we merge them using pairwise squared
distance function applied to the representation
vectors of the two questions in each question pair.
More formally, if V'1 and V2 are these representa-
tion vectors, then, the merged representation vec-
tor V'm can be expressed as follows:

(V1] — V29)?

(V1y — V249)?

Vim = (15)

(V1s12 — V2512)2

This component allows for the Symmetric aug-
mentation step (Section 2.2) to enhance the re-
sults, since the (A, B) examples are computation-
ally different (in the back propagation step) from
the (B, A) examples.

2.3.4 Deep Neural Network

The final component is a deep neural network that
consists of four fully-connected layers with 1024,
512, 256, and 128 units using ReLU activation
function and 20% dropout rate applied to each
layer. This network takes the merged representa-
tion vector, Vm, as an input and predicts the label
using a Sigmoid function as an output.

3 Experiments and Results

In this section, we start by discussing our exper-
imental setup. We then discuss all experiments
conducted and provide detailed analysis of their
results.

3.1 Experimental Setup

All experiments discussed in this work have been
done on the Google Colab’ (Carneiro et al., 2018)
environment using Tesla T4 GPU accelerator with
the following hyperparameters:

* Optimizer: Adam

e Learning Rate: 0.001

* Loss Function: Binary Cross Entropy
* Batch Size: 256

* Number of Epochs: 100

The experiments are divided into two sets. The
first set aims to explore the effect of the Recurrent
Neural Network (RNN) cell type, while the second
set aims to explore the effect of the data augmen-
tation techniques mentioned in Section 2.2.

For each experiment, five models are trained
and the following results are reported:

* Minimum F1 score gained on the test set.
* Maximum F1 score gained on the test set.

* Average F1 score gained from the five trained
models.

* Majority Voting F1 score gained by ensem-
bling the five trained models.
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Table 1: Model size and training time for each RNN cell type

RNN Cell #Params Training Time
GRU 4,363K | 55.2s/epoch - 1.53 hours
LSTM 5,413K | 58.2s/epoch - 1.61 hours
ON-LSTM (Chunk: 4) | 5,938K | 74.2s/epoch - 2.06 hours
ON-LSTM (Chunk: 8) | 5,675K | 74.4s/epoch - 2.06 hours

Table 2: Model F1-score using different RNN cell types

Leaderboard RNN Cell Min Max Avg Vote

GRU 94.075 | 94.793 | 94.613 | 95.242

Public LSTM 94.614 | 95.152 | 94.901 | 95.062
ON-LSTM (Chunk: 4) | 94.524 | 95.601 | 95.242 | 96.140

ON-LSTM (Chunk: 8) | 95.601 | 95.780 | 95.691 | 96.499

GRU 93.271 | 94.194 | 93.855 | 94.579

Private LSTM 93.925 | 94.271 | 94.040 | 94.117
ON-LSTM (Chunk: 4) | 93.810 | 94.425 | 94.224 | 94.732

ON-LSTM (Chunk: 8) | 94.002 | 94.463 | 94.309 | 94.848

3.2 Effect of RNN Cell Type

In this experiments set, we use the same struc-
ture described in Section 2.3 while changing the
RNN cell type only. We use all 45,514 examples
from the augmented dataset in the training pro-
cess. The tested RNN cells are: Gated Recurrent
Unit (GRU) (Cho et al., 2014), LSTM (Hochreiter
and Schmidhuber, 1997) and ON-LSTM (Shen
et al., 2018). The latter one is tested using two
chunk sizes, 4 and 8, in order to explore the ef-
fect of chunk size on the training process and the
size of the model. Table 1 shows the model size in
terms of trainable parameters and the training time
for each RNN cell type, while Table 2 shows the
F1-scores of the model using different RNN cells.
Best results are shown in bold. The tables show
that while GRU cells are the most efficient, the
ON-LSTM cells (with chunk size 8) are the most
effective (in terms of all considered measures).

3.3 Effect of Data Augmentation

In this experiments set, we use the RNN cell type
that gives the best results in Section 3.2 (ON-
LSTM with chunk size 8) and the same model
structure described in Section 2.3 to explore the ef-
fect of data augmentation steps mentioned in Sec-
tion 2.2.

The data augmentation steps have an effect on
two factors, the training time and the accuracy
measurement (F1-score). Table 3 shows the av-

"https://colab.research.google.com

erage training time over five runs for each data
augmentation step. Moreover, Table 4 shows the
F1-scores of the trained model using different data
augmentation types, best results shown in bold.

The tables show that each augmentation step af-
fects the model’s efficiency negatively. This is ex-
pected since each step incrementally increases the
size of the dataset. On the other hand, not each
increment step has a positive effect on the model’s
effectiveness. Such trends are worth exploring in
a more exhaustive study. Finally, it is worth men-
tioning that the last experiments in both experi-
ment sets are the same. So, they both have the
same results.

3.4 Other Attempts

We test several other techniques to explore how
they might affect our model. For example, using
pre-trained FastText (Bojanowski et al., 2017) em-
beddings as an input to our model yields worse F1-
score on both public and private leaderboards with
94.254 and 93.118, respectively, compared with
the ELMo contextual embeddings model. In an-
other experiment, we use the thought vector out-
putted from the second ON-LSTM layer as in-
put for the decision component. However, the se-
quence weighted attention gives better results by
about 1 point of the Fl-score. Moreover, an at-
tempt to overcome the weakness of the Arabic
ELMo model is done by translating the data to
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Table 3: Model training time for each data augmentation step: O, T, S, and R, which stand for Original, Transitive,

Symmetric, and Reflexive, respectively

Data Augmentation | Examples Number Training Time
(0] 11,997 20.0s/epoch - 0.55 hours
O+T 17,487 29.4s/epoch - 0.81 hours
O+T+S 34,974 57.0s/epoch - 1.58 hours
O+T+S+R 45,514 74.4s/epoch - 2.06 hours

Table 4: Model Fl1-score using different data augmentation types: O, T, S, and R, which stand for Original,

Transitive, Symmetric, and Reflexive respectively

Leaderboard | Data Aug. Min Max Avg Vote
0) 93.626 | 94.703 | 94.200 | 94.973
Public O+T 93.177 | 94.434 | 93.877 | 94.793
O+T+S | 94.344 | 94.793 | 94.631 | 95.421
O+T+S+R | 95.601 | 95.780 | 95.691 | 96.499
0) 93.425 | 93.810 | 93.632 | 94.655
Private O+T 92.464 | 93.771 | 93.232 | 94.156
O+T+S | 93.579 | 94.002 | 93.763 | 94.655
O+T+S+R | 94.002 | 94.463 | 94.309 | 94.848
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Figure 4: Representations extracted from sequence
weighted attention layer for questions of the form:
How to prepare ‘something’?
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Figure 5: Representations extracted from sequence
weighted attention layer for questions of the form:
What is the definition of ‘something’?

English using Google Translate® and treating the
problem as an English SQS problem instead, but
the results are much worse with 88.868 and 87.504
F1-scores on public and private leaderboards, re-
spectively. This is probably because a lot of infor-
mation is lost during the translation process.

3.5 Discussion

This section briefly analyzes the questions repre-
sentations learnt by our model. With the sequence

8https://translate.google.com

weighted attention layer, the model reduces all
the information about the sequence extracted us-
ing the ON-LSTMs down to a 512 fixed-size vec-
tor. By extracting these vectors from our best
model and plotting them on a 2D plane using t-
SNE (Maaten and Hinton, 2008) dimensionality
reduction algorithm, we notice some very useful
observations. For example, the model learns to
map questions that ask about the same thing to
have nearby representations in the vector space
such as the questions in Figure 4 with the form:
“How to prepare ‘something’?”. The same thing
goes for the questions in Figure 5 with the form:
“What is the definition of ‘something’?”. In a sim-
ilar manner, in Figure 6, the questions ask about
different types of languages like “What is the for-
mal language in Portugal?”’ and “What is PHP
language?” are close, as well as, the questions in
Figure 7 that ask about places like “Where is Swe-
den?”, “Where is the Karak area in Jordan?”, and
“Where is the Kremlin Castle?”.

To further illustrate the usefulness of the se-
quence weighted attention layer, Figure 8 shows
that the attention layer learns to focus more on
the key words in the questions that would deter-
mine what the question is actually asking about.
This allows the model to make better decisions for
whether the the questions are similar or not, even
if the questions have similar words but ask about
different things. The first and second questions
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Figure 6: Representations extracted from sequence
weighted attention layer for questions that ask about
different language types
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Figure 7: Representations extracted from sequence
weighted attention layer for questions that ask about
different places

in Figure 8 ask about “What is the general man-
ager?”. So, the attention layer focuses on “the gen-
eral manager” which is “TL"” 2 AP, However, in

the third and fourth questions, one asks “What is
the most beautiful thing that is said about death?”
and the other ones asks “What is death?”, although
both questions are related to “death” which is
“o }l P* but the attention layer distinguishes them

as not similar, where in the former one, the fo-
cus is concentrated by order on the words “ |37,

“J,P.\” and “& j.l L (“said”, “most beautiful” and

“death”), while the latter one focuses mostly on
“le ‘” (“death”).

4 Conclusion

In this paper, we described our team’s effort on the
semantic text question similarity task of NSURL
2019. Our top performing system utilizes sev-
eral innovative data augmentation techniques to
enlarge the training data. Then, it takes ELMo
pre-trained contextual embeddings as an input and
builds sequence representation vectors that are
used to predict the relation between the question
pairs. The model was ranked in the Ist place
with 96.499 F1-score (same as the second place
F1-score) and the 2nd place with 94.848 F1-score
(differs by 1.076 F1-score from the first place) on
the public and private leaderboards, respectively.
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Figure 8: Weights per word from sequence weighted
attention layer on four different examples
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Abstract

Nowadays, a broad range of speech recognition
technologies (such as Apple Siri and Amazon
Alexa) are developed as the user interface has
become ever convenient and prevalent. Machine
learning algorithms are yielding better training
results to support these developments in
Automatic  Speech  Recognition ~ (ASR).
However, most of these developments have been
in languages with worldwide, political, economic
and/or scientific influence such as English,
Japanese, German, French, and Spanish, just to
name a few. On the other hand, there has been
little or no development of ASR systems (or
language technologies) in most minority and
under-resourced languages of the world,
especially those spoken in Sub-Sahara Africa.
One of such languages is the Ngiemboon
language which is the focus of this paper. The
Ngiemboon language is a Grassfield Bantu
language spoken in the West Region of
Cameroon (Africa) by about 400,000 people.
This paper highlights the motivations, challenges
and perspectives inherent in a work in progress
(speech data collection is underway) to build a
Deep Learning based Automatic Speech
Recognition System for this minority under-
resourced Cameroonian local language. This
paper introduces the issues critical to conducting
research in Speech Processing in this language

1. Introduction

Automatic Speech Recognition is “the process and the
related technology for converting the speech signal into
its corresponding sequence of words or other linguistic
entities by means of algorithms implemented in a
device, a computer, or computer clusters” (Li and
O'Shaughnessy, 2003). As an active field of research,
Automatic Speech Recognition has told significant
stories for a few decades. “Early attempts to design

Laurent Besacier

Laboratoire Informatique de Grenoble
University of Grenoble, France
laurent.besacier@univ-grenoble-alpes.fr

systems for automatic speech recognition were mostly
guided by the theory of acoustic-phonetics, which
describes the phonetic elements of speech (the basic
sounds of the language) and tries to explain how they
are acoustically realized in a spoken utterance” (Juang
and Rabiner, 2005). These efforts date back to the early
50s. Since then, ASR has yielded incredible
development in a broad range of commercial
technologies where Speech Recognition as the user
interface has become ever useful and pervasive.
However, most of these developments have been in
languages with strong scientific, political, and/or
economic influences such as English, German, French,
and to some extent Japanese and Spanish, just to name a
few. Historically, most of these languages have always
enjoyed social prestige and their extensive vocabulary
has given them prominence in the world of commerce.
It is worth noting that ASR research and innovation in
these languages are significant and continuous. On the
contrary, there has been little or no research and
development efforts in ASR and other Human Language
Technologies in most minority languages of the world,
particularly those spoken in Sub-Sahara Africa. Yet,
these languages serve as the main vector for the socio-
economic development of communities where they are
spoken. In this paper, we highlight the motivations,
challenges, and perspectives that must be considered in
building Human Language Technologies, more
precisely an Automatic Speech Recognition System for
the Ngiemboon language.

1.1 Paper objective and contribution

A surge of interest in the development of
technologies in African languages is emerging. The
African Languages in the Field: speech Fundamentals
and Automation (ALFFA)1 project (spearheaded in
France by the “Laboratoire Informatique de Grenoble”

! http://alffa.imag.fr/
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of the Grenoble Alpes University) is a great example
and has been leading significant efforts in the
automation of languages spoken in sub-Sahara Africa.
Researchers interested in African Languages hope to
contribute to the history of Language Technologies
innovations as it is being written across the continent.
The objective of this paper is to contribute to the
research on the development of Language Technologies
in African Languages. As a pioneer research project on
ASR for the Ngiemboon language, this work will
provide a guide for work in Natural Language
Processing (NLP) in minority and under-resourced
language in Cameroon and other Sub-Sahara African
languages.

1.2 The choice of the language for ASR

The authors of this paper both share a very
strong interest in the automation of minority and under-
resourced African languages. In fact, under different
circumstances, each of them carried out research on
some of these languages and have become aware of the
challenges faced when working on the digitization and
automation of minority languages of Africa. One of
such challenges is “to bridge the gap between language
experts (the speakers themselves) and technology
experts (system developers). Indeed, it is often almost
impossible to find native speakers with the necessary
technical skills to develop ASR systems in their native
language” (Besacier et al. 2014). It becomes obvious
that a degree of collaboration between native speakers
and systems developers is essential to addressing this
identified challenge. Fortunately, one of the authors of
this paper is a native speaker of the Ngiemboon
language and a trained linguist who has contributed to
the development of an already published trilingual —
French — English — Ngiemboon dictionary. The
availability of a native speaker explains the authors’
preference in exploring ASR for the Ngiemboon
language.

2. Motivations

The rationale for ASR research and development in
under-resourced, minority languages spoken in Sub-
Sahara Africa such as the Ngiemboon language is
grounded in a unique sociolinguistic context, an
observation of existing literacy gap, a recognition of
advances in technology, a paradigm shift in human
rights priorities and scientific discoveries as well as an
understanding of the implications of these for economic
and community development. In this section, we
highlight these motivation factors.

2.1 Sociolinguistic considerations

The nation of Cameroon is home to about 247 local
languages, two official languages (French and English)
and Pidgin English (Echu, 2004). In their linguistic
choices, it is estimated that 73% of Cameroonians use
their mother tongue (a local Cameroonian language)
instead of a foreign language (English and/or French),
despite the peaceful coexistence of these Indo-European
languages with Cameroonian languages. This linguistic
choice is explained by the fact that Cameroonian local
languages are spoken either in the village of their native
speakers, their homes, and often used for heritage and
cultural identification (Ngefac, 2010). In this diverse
linguistic landscape, many industries and fields
currently access ASR only in the high-resourced
languages of French and English where “presently ASR
systems find a wide variety of applications in the
following domains; Medical Assistance; Industrial
Robotics; Forensic and Law enforcement; Defense &
Aviation,  Telecommunications  Industry; Home
Automation and security Access Control; LT. and
Consumer Electronics” (Vajpai and Bora, 2016). As
vital as these might be, they are still a luxury for
speakers of Cameroonian local languages, including
Ngiemboon speakers. Speakers of Ngiemboon, as well
as speakers of other Cameroonian languages, prefer the
use of their mother tongue in daily communication
(Echu, 2004). What if vital ASR applications were
developed in the Ngiemboon language as well? It would
be an opportunity with great excitement for Ngiemboon
speakers’  economic, social, and = community
development.

2.2 Literacy gap

Over two decades ago, analysis of the literacy landscape
in Cameroon reported that “four million Cameroonians
above fifteen years of age are illiterate. This includes
people who never went to school and those who have
lapsed back into illiteracy. The Cameroon population is
about eleven million people. This is a young population.
About 60 percent of Cameroonians are below twenty-
five years old. The accuracy of literacy rate estimates is
doubtful and could be higher” (Tadadjeu, 2004). It is
highly likely that the population of Cameroon has
grown significantly since then. A 2018 US Federal
Government civilian foreign intelligence service report
suggested that about 25 million heads were counted in
Cameroon with a 75 % literacy rate. This estimate
assumes that about 6 million individuals or more living
in Cameroon were illiterate as early as last year. We do
not have any reason to believe this has changed much
during the last few months. In an illiteracy context such
as this one, the use of oral communication 1is
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preponderate  and  convenient. = Human-Machine
interaction via voice has great potential for economic
and community development.

2.3 Economic and

motivations

community development

In recent years, the mobile telephone industry has
experienced a significant boom, in this part of the world
where cell phone usage has become very pervasive. For
example, “the number of subscribers has risen
tremendously; in 2012, there were approximately nine
million telephone users in Cameroon, a country with a
population of twenty million inhabitants. .... These
numbers are certainly below the average” (Moraa,
2012). It is believed that these numbers have changed
significantly leading to increased opportunities for
Human-Machine interaction.

Because mobile phones only require basic literacy, they
are accessible to a large segment of the population
regardless of their literacy status. In addition to voice
communication, they allow for the transfer of data,
which can be used in the context of speech applications
for the purposes of health, education, commerce and/or
governance. Mobile phones can be used as a mechanism
to ensure greater participation of different segments of
the population in community development efforts.
Innovations along these lines will increase the
likelihood of connecting Ngiemboon speakers to vital
information that they need to enhance the quality of
their lives and contribute to the development of their
communities.

2.4  Legal motivations

Another motivation to develop ASR in Ngiemboon
language is to allow this linguistic community the
opportunity to exercise one of their fundamental rights
expressed in article 40 of the Universal Declaration of
Linguistic Rights, “In the field of information
technology, all language communities are entitled to
have at their disposal equipment adapted to their
linguistic system and tools and products in their
language, so as to derive full advantage from the
potential offered by such technologies for self-
expression, education, communication, publication,
translation and information processing and the
dissemination of culture in general”. Furthermore, in
article 47, “All members of a language community are
entitled to have at their disposal, in their own language,
all the means necessary for the performance of their
professional activities, such as documents and works of
reference, instructions, forms, and computer equipment,
tools and products”. The identified linguistic right aligns
with 21st-century human rights priority. In addition to

giving this linguistic community the opportunity to
exercise one of its fundamental rights, it is also a
fascinating endeavor to develop an ASR system for the
Ngiemboon language.

2.5 Scientific motivations

The Development of a Speech Recognition system in
the Ngiemboon language will play a great role in the
revitalization and safeguarding of the language. It will
also provide a framework for the digital documentation
of the Ngiemboon language. Given the linguistic
complexities and peculiarities of the Ngiemboon
language (as we will be highlighting in the next section)
an ASR research in Ngiemboon may yield discoveries
that could add to existing and growing scientific
knowledge in this exciting and challenging area of ASR
in under-resourced languages.

3. A Dbrief overview of the Ngiemboon
language

3.1 Sociolinguistic overview

The Ngiemboon language is part of the Bamileke
subgroup of the Eastern Grassfields language family,
spoken in the West Region of Cameroon (Anderson,
2008). It has an estimated number of 400,000 speakers.
Using EGIDS (Expanded Graded Intergenerational
Disruption Scale), a tool used to measure the status of a
language in terms of endangerment or development,
Ethnologue estimates that the Ngiemboon language is
developing. In other words, the language is in vigorous
use, with literature in a standardized form being used by
some, though this is not yet widespread or sustainable.
The language has 5 dialectal variations (Batcham,
Balessing, Bangang, Bamougong, Balatchi). From
personal observations, lexico-statistic variations among
these dialects are very minimal, and mutual
intelligibility substantially high.

3.2 Linguistic overview

The Ngiemboon language has very complex linguistic
characteristics. “Roots consist of the following
C(S)V(C)(V)., ie an obligatory root-initial consonant,
and optional semi-vowel, an obligatory vowel, and
optional final consonants and vowel” (Anderson, 2008).
Anderson (2008) further describes this as “an obligatory
root-initial consonant, an optional semivowel, and
obligatory vowel, an optional consonant, and an
optional final vowel”. Its nasal prefixes are syllabic. The
language has 16 underlying consonants.
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Labials | Coron | Velars
als
Stops: Voiceless T K
Voiced B 0 Y
Affricates: i3 1)
Fricatives: Voicele [ c
ss
Voiced © 4
Nasals: m n n
Semivowels: j w

Ngiemboon underlying consonants proposed by Anderson, 2008

These consonants may exhibit variations based on either
their position in the root, the vowel that precedes or
follows them, resulting in the following phonetic
consonant chart.

Ngiemboon phonetic consonants proposed by Anderson, 2008

B| L De Al Ret A-P Vel Uvl Glo
i D n v
Stops: Voiceless p t t t k q ?
Voiced b d d g
Unreleased [ t q 7
Affricates: p ts tf
Voiceless f
Voiced b dz d3
N4
Fricatives: Voiceless f s ] X
Voiced B[ v z 3 Y ¥
Nasals: m[ m n n n n n
Unreleased m 0
Tiquids: I r {
Semivowels: Unrounded j w
Rounded
y w

Additionally, the Ngiemboon language has a few
underlying vowels, a total of seven identified by
Anderson (2008). Most of these vowels can be modified
by length and/or nasalization. The following chart
exhibits the underlying vowels, long and short oral
vowels, as well as short and long nasalized vowels in
this grammatically rich tonal Bantu language.

Ngiemboon underlying vowels proposed by Anderson, 2008.

This calls for a very complex vowel system. The chart
below highlights an overview of this vowel system:

surface pitch (acoustically understood as the
fundamental frequency with which corresponds
articulatory the rate at which the vocal cords vibrate at
any point in time) patterns contrast with each other in
one or more comparable environment” (Snider, 2017).
This tonal system has four main tone melodies on noun
stems. “For example, monosyllabic noun stems with a
preceding low-tone prefix display the following stem
tones in isolation: Rising, Down stepped High, Low,
and Low-falling” (Anderson, 2008). Tone perturbations
are considered the most complex part of this tonal
system, with tones of individual words changing when
these are put into sentences, or tone changing in
conjugated verbs.

3.3 Anunder-resourced language

113

An under-resourced language can be defined as “a
language with some (if not all) of the following aspects:
lack of a unique writing system or stable orthography,
limited presence on the web, lack of linguistic expertise,
lack of electronic resources for speech and language
processing such as monolingual corpora, bilingual

electronic  dictionaries, transcribed speech data,
pronunciation dictionaries, vocabulary lists, etc.”
(Berment, 2004). In addition to providing this

definition, a quantitative approach that can be used to
determine the level of computation/automation of a
language is suggested. He assigns a level of criticality,
Ck, to a service or resource available in the language, a
grade Nk, and an average which he calls index-c.
Berment suggests that the weighted average for less-
resourced languages should be between 0 — 9.99, the
weighted average for resourced languages between 10 —
13.99, and the weighted average for highly resourced
languages between 14 — 20. When these criteria are
applied to the Ngiemboon language, the results are as
follow:

Underlying | Short Long Short Long Critic [ o 4 weighted
Vowels oral oral nasalized nasalized Services/R ality ’(lake average
Ji/ i i i T EIVICESIRESOUrCes | ci (o (20) | (Criticality
/e/ e e: é e: to 10) * grade)
;E/ € & - Text entry 0 0 0
a/ a a: a
o/ 3 3 B Visualization/
Jo] o o.: i 6; printing 0 0 0
[u/ u u: u u: Find/replace 0 0 0
(13 : .
We . should also “recognize the four phonetic worg | Text selection 0 0 0
semivowels [that enrich the Ngiemboon phonology] as processing _
. . . Sorting 0 0 0
underlying units, even though the parallel four high
vowels in Ngiemboon are not all underlying (Anderson, Lexical Spell check | 0 0 0
2008). More details on Ngiemboon phonology can be Grammatical spell
found in Anderson, 1976a. check 0 0 0
The complexity of the Ngiemboon language is extended Style 0 0 0
to its tonal system (Anderson, 2008). In other words, the Speech | Voice Synthesis 0 0 0
Ngiemboon language is a tonal language. A tonal Processing | speech Recognition 0 0 0

language is a language that has “morphemes whose

61



Automatic

Translation | translation 0 0 0
OCR Optical Character

Recognition 0 0 0

Bilingual

Dictionary 8 0 8
Resources .

Monolingual

Dictionary 0 0 0
Total 8 8
Average 8/8=1

The Ngiemboon language is therefore an under-
resourced language, based on this approach.

3.4 A minority language

The definition of a minority language is quite complex.

However, for this article, we would consider the

definition of the European Charter for Regional or

Minority Languages which states that " minority

languages mean languages that are:

- traditionally used within a given territory of a
State by nationals of that State who form a group
numerically smaller than the rest of the State's
population; and

- different from the official language(s) of that
State”

Though the Ngiemboon language is not a European
Language, we believe this definition fits it well, because
it is spoken by about 400,000 people in a country that
claims about 25 million inhabitants today. According to
Ngefac (2010), there are over 247 languages spoken in
Cameroon. A review of the Cameroon constitution
implies that these languages can be classified into two
broad categories: national languages and official
languages (English and French). Both national and
official languages coexist. The Ngiemboon language is
one of the many national languages. We may also refer
to it in this paper as a Cameroonian local language.

The understanding that the Ngiemboon language
is a minority language can be further justified by the
fact that though it has a writing system, it is not certain
whether this writing system is complete. Although
efforts have been made to develop the language in its
written form, it still lacks an in-depth written
grammatical description. In addition to this, written
literature is very limited and is narrowed to Christian
literature. Its presence on the web is very insignificant,
and the language is spoken mostly in its geo-linguistic
area, where it enjoys a lesser social prestige, compared
to the French language spoken in the same geo-
linguistic area as well as the whole country and beyond.

4. Challenges in developing an ASR system
for the Ngiemboon language

The previous section clearly shows that the Ngiemboon
language is a minority low-resourced language. There
are challenges related to the development of Automatic
Speech Recognition Systems in an under-resourced
minority language (Besacier et al., 2014). In this
section, we highlight challenges that are specific to the
Ngiemboon language.

4.1 Lack of adequate data

Deep Learning algorithms used for training ASR
acoustic models in high-resourced languages have been
yielding very encouraging results with the decrease of
the Word Error Rate (WER), the common metric of the
performance of a Speech Recognition Systems. “DNN
frameworks, however, typically require a very large
amount of data, making them less useful for the low-
resource  scenario  typically encountered  with
endangered languages” (Imerson et al., 2018).
Gauthier (2018) seems to agree with this statement.
Citing another resource, she highlights three main
resources needed for the development of a state-of-the-
art Automatic Speech Recognition system:
- Alarge text corpus (10 to 100 k words)
A large audio corpus (10 to 100 hours)
- A substantial lexical dictionary with a phonetic
transcription of words.
This is useful for both
modeling.

language and acoustic

To the best of our knowledge, none of these resources
exist or are available for the Ngiemboon language. The
lack of a significant quantity of speech as well as text
and audio data limits access to new machine learning
algorithms that enable the development of state-of-the-
art Speech Recognition Systems. It is important to note
that existing corpora and data collection are integral to
ASR development in any language (Besacier et al.,
2014).

The development of the corpus by itself may present
serious challenges in the case of the Ngiemboon
language. Although the amount of data available on the
web for many languages (high-resource languages as
well as some under-resourced languages) is on the rise,
under-resources languages like the Ngiemboon
language with no existing corpora and data collection
do not experience this growth. Our query on the web
returned only a text of about 22k of size, collected as
part of the Crubadan project carried out by Scannell
(2007). Data collection in this case should anticipate
higher costs, a significant amount of time, and the
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availability of innovative techniques and approaches,
assuming there is manpower available.

Notwithstanding significant efforts and progress made
in speech data collection even for high-resource
languages, “we have barely scratched the surface in
sampling the many kinds of speech, environments, and
channels that people routinely experience. We currently
provide our automatic systems only a very small
fraction of the number of materials that humans utilize
to acquire language. If we want our systems to be more
powerful and to understand the nature of speech itself,
we need to make more use of it and label more of it.
Well-labeled speech corpora have been the cornerstone
on which today’s systems have been developed and
evolved. However, most of the large quantities of data
are not labeled or poorly labeled, and labeling them
accurately is costly” (Huang et al., 2014). This further
highlights challenges related to the development of
large speech corpora, and the quality of the corpus
essential to the development of better ASR systems.

4.2 Language typology

The Ngiemboon language, like many other Bamileke
languages of Cameroon, has very complex linguistic
characteristics. “One of the most complex aspects of
Eastern Grassfields languages is the quantity of tonal
perturbations ... Even more complex are the many tonal
morphemes that affect verb roots in the complicated
verbal constructions. While Eastern Grassfields
languages are noteworthy for their lack of productive
verbal suffixes with segmental material, they more than
make up for this lack by the number of tonal
morphemes that surround the verb. The presence of
these many tonal morphemes is only revealed by the
vast variety of surface tones found on verb roots in their
various verbal constructions” (Anderson, 2001). Serious
computational challenges are likely to emerge given the
complexity of the tonal and grammatical features
inherent in the Ngiemboon language. Although there
has been successful computation of supra-segmental
features (tone for instance) in some Asian languages
(Chen et al., 2018), it is still hard to tell if neural
network algorithms that yielded these positive results
would produce the same level of satisfaction with the
Ngiemboon language, because “the tonal system of the
Grassfield Bantu Languages, in particular, is known to
be among the most complicated in the world”
(Anderson, 1991). Furthermore, this tonal complexity
may not have told all the stories that it has to tell,
despite significant descriptive linguistic studies that
have been carried out so far, and it “will likely still be
some time until the exact nature of Eastern Grassfields
tonal perturbations is fully understood” (Anderson,

2008). This is to suggest that further and in-depth
research is needed in this area to help provide answers
to questions. This will only make the automation
process of the language challenging.

The tonal system is not the only complex linguistic
feature of this language. It has a noun class system, and
many significant morphological changes stemming
from the syllabic nasal prefixes and/or floating tones in
the language. The authors of this paper do not know of
any language with such morpho-phonological
characteristics where natural language processing or
speech recognition research has been carried out. They
anticipate that these inherent linguistics characteristics
in the language might present computational challenges.

4.3  Sociolinguistic challenges

An  Ethnologue report suggests that most
Ngiemboonphones speak other languages such as
French, Pidgin English, or Ngiemboon neighboring
languages. Consequently, many of these speakers are
multilingual and frequently use code-switching in their
regular conversations. The Online Merriam Webster
dictionary defines code-switching as “the switching
from the linguistic system of one language or dialect to
that of another”. This is generally observed between two
bilingual speakers that share the same linguistic code.
“In voice communication, many East Africans rapidly
code-switch (switch between languages). This is usually
done multiple times per sentence, throughout an
interaction, and usually between English and another
language” (Cvitkovic, 2018). This daily interaction of
more than one language poses some challenges to the
process of building an adequate Speech Recognition
System. In fact, “The development of Automatic Speech
Recognition (ASR) for code-switched speech is a
current research challenge and is constrained by the
difficulty of obtaining representative data for acoustic
and language model training” (Ewaldvan and Niesler,
2016). This would be true for the Ngiemboon language
as well.

4.4 Economic challenges

Finally, Ngiemboon speakers live mostly in rural areas
where they make their living by traditional agriculture.
Many also live in various towns and cities where their
main activity is small trade, and they are involved in
several small-scale commercial activities. In other
words, the Ngiemboon language lacks an
industrialization status, which presupposes that it may
not have a major economic impact/advantage at the
moment. This could be a discouraging factor in the
development of an ASR system for this language.
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5. Developing an Automatic
Recognition  system in
Perspectives

Speech
Ngiemboon:

Despite the challenges discussed in the previous
section, advances in machine learning and other
technologies have laid down the path needed to build
state-of-the-art Automatic Speech Recognition Systems
in under-resourced languages, with a reasonable word
error rate. The Ngiemboon language could benefit from
some of these advancements. An example of such
advances is Deep Learning technologies. Below the
authors highlight some insightful technological
pathways that will be explored as they develop speech
technologies in Ngiemboon. We will not however be
discussing in this paper Deep Learning architectures
that have been successfully applied to ASR in under-
resourced languages. Some of these are mentioned here
only as a point of reference. A detailed survey of these
is explored at length by Sailor et al., (2018)

5.1 LIG-Aikuma application and data collection

Automatic Speech Recognition systems are built around
three pillars: acoustic models, language models, and a
pronunciation lexicon. There is a strong correlation
between the performance of these, and the amount of
training data used. The performance quality if better
with more data.

For a very long time in the past, most researchers
(linguists, computational linguists, phoneticians ...)
used microphones and/or recorders for collecting speech
data. Today there are new opportunities offering
scalable networked devices that make the data
collection task less tedious and less costly. A great
example is the LIG-Aikuma application, an extension of
Aikuma, “a mobile app that is designed to put the key
language documentation tasks of recording, respeaking,
and translating in the hands of a speech community... It
collects recordings, respeakings, and interpretations,
and organizes them for later synchronization with the
cloud and archival storage... Recordings are stored
alongside a wealth of metadata, including language,
GPS coordinates, speaker, and offsets on time-aligned
translations and comments” (Bird et al., 2014). This
application is open source, freely downloadable on any
android based smartphone or mobile device. In fact,
“the application LIG-AIKUMA has been successfully
tested on different devices (including Samsung Galaxy
SII, Google Nexus 6, HTC Desire 820 smartphones
and a Galaxy Tab 4 tablet), and can be downloaded
from a dedicated website ... Originally intended for
language documentation and data collection in the field,
the app has also been useful for collecting speech for
technological development purposes targeting under-

resourced languages” (Besacier et al., 2019). In addition
to its availability for free download, the LIG-Aikuma
application is a great innovation in the area of speech
data collection and offers different speech collection
modes. It is a great tool that has the potential to support
the collection of large quantity of data and may also
help with long-term archival of the data collected. Large
quantity of data is an absolute prerequisite for Deep
Learning Architectures. The LIG-Aikuma application is
therefore a great data collection tool available for Deep
Learning based ASR pioneering research in
Ngiemboon.

5.2 Data augmentation

A team of Google Brain Researchers recently made the
following observation: “Deep Learning has been
applied successfully to Automatic Speech Recognition
(ASR), where the focus of research has been designing
better network architectures, for example, DNN (Deep
Neural Networks), CNNs (Convolutional Neural
Networks), RNNs (Recurrent Neural Network) and end-
to-end models. However, these models tend to overfit
easily and require large amounts of training data.
Fortunately, Data augmentation has been proposed as a
method to generate additional training data for ASR”
(Park et al. 2019). In other words, these new machine
learning algorithms (neural networks) offer new
perspectives for the development of state-of-the-art
Speech recognition systems and have been applied to
under-resourced languages with great success. An
example includes the LSTM (Long Short-term
Memory) models that exhibit better refinements over
standard recurrent neural networks (Gauthier, 2018).
The development of language technologies in the
Ngiemboon language could certainly benefit from these.
Even where and when there might be a relative shortage
of data, Data Augmentation may prove to be a useful
technology in the process. “Data augmentation is a
common strategy adopted to increase the quantity of
training data” (Povey et al, 2015). Some data
augmentation techniques include “augmenting artificial
data for low resource speech recognition tasks, adapting
vocal tract length normalization, synthesizing noisy
audio via superimposing clean sound with noisy audio
signals, applying speed perturbation on raw audio for
LVSCR tasks, making use of an acoustic room
simulator, and studying data augmentation for keyword
spotting”  (Dossman, 2019).  Additionally, the
SpecAugment technique developed by Google Brain
will also help in the data collection process (Park, et al.
2019).

64



6. Conclusion

The Ngiemboon language is a minority, under-
resourced language spoken in the Western region of
Cameroon (Africa). Although it does not enjoy a strong
economic, scientific, or political status, there are
compelling reasons to carry out Deep Learning-based
ASR research and development in this language. As
exciting as it might be, this endeavor would
undoubtedly be challenging and will face several
hurdles, many of which are highlighted in this paper.
However, recent developments in Artificial Intelligence
and other new technologies are offering new
opportunities and perspectives that were not readily
available decades ago. It is feasible and exciting to
engage in the development of a state-of-the-art
Automatic Speech Recognition system in this language.
The benefits are significant, and the stakes are high. The
authors of this paper encourage continuous research
along these lines. They hope to complete this journey
towards developing a speech corpus, and full-blown
ASR system in this language and watch for its
outcomes.
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Abstract

Part-of-Speech (POS) tagging is the primary
step in the language processing task and also
known to perform well automatically with a
massive amount of training data. But the
POS annotated training data are not avail-
able for most of the languages. The lan-
guages which do not have sufficient resources
to build statistical Natural Language Process-
ing (NLP) applications are called low-resource
languages. This paper presents the machine
learning-based POS tagging for low resource
languages Bhojpuri and Maghali. The work
is submitted to the Shared task on Low-level
NLP Tools for Bhojpuri Language and Mag-
ahi Language at NSURL 2019. We develop
a traditional feature-based SVM method and
transfer learning-based sequence tagger using
new BERT embedding, which enables better
generalization to unseen words and provides
regularization. The results with given mini-
mal amounts of POS annotated data on Bho-
jpuri and Maghali languages show that our
proposed architecture outperformed the results
of the other participants and achieved the new
state-of-the-art POS tagger.

1 Introduction

Part-of-Speech tagging is one of the essential
stages in language processing applications. POS
tagger and tagged corpus are necessary for nat-
ural language processing (NLP) to support ad-
vanced researches such as parsing, language trans-
lation, and speech recognition. If languages con-
sist of considerable resources in terms of data,
then the less engineering of hand-crafted rules is
enough for robust and better performance. At
the same time, the existing NLP tools are trained
over large annotated corpora using machine learn-
ing techniques. But these resources are not avail-
able for most of the languages. Usually, the lan-
guages that have received relatively less atten-

tion from NLP are less popular due to their lack
of available resources and are often called low-
resource languages. In this work, we present
methods for automatically building a POS tagger
for low-resource language Bhojpuri and Maghali
with minimal need for human annotation. It is
difficult for researchers to produce significant re-
sources for low-resource languages without con-
tinuous funding.

Bhojpuri is a less-resourced Indo-Aryan lan-
guage of the Asian continent spoken by the west-
ern Bihar and eastern Uttar Pradesh of India and
the Terai region of Nepal. Bhojpuri is socio-
linguistically considered one of the Hindi di-
alects!. Magahi language is also known as Ma-
gadhi, is a language spoken in Bihar, West Bengal
and Jharkhand states of India. It is also an under-
resourced language and has a vibrant and old tra-

dition of folk songs and stories?.

There are presently between six and seven thou-
sand languages spoken in the world (Lewis, 2009;
Nettle, 1998; Wagner et al., 1999), but research
in Natural Language Processing (NLP) focuses on
only a small number of language. The number
of internet users in a country is proportional to
the regional language usage and resources avail-
able. The development of NLP applications of
low-resource languages helps to increase the In-
ternet usage of the particular region.

Research into language-independent NLP
methods is desperately needed because they are
appropriate in low-resource settings, and such
techniques easily applied to many low-resource
languages at once. The under-resourced languages
can use unsupervised learning, transfer learning,
and joint multilingual or polyglot learning for
building NLP applications. Unsupervised feature

"https://en.wikipedia.org/wiki/Bhojpuri_language
*https://en.wikipedia.org/wiki/Magahi_language
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extraction and clustering approaches used in
the first learning model to build Statistical NLP
applications for less-resourced languages. The
variations of transfer learning include cross-
lingual transfer learning, zero-shot learning,
and one-shot learning (Tsvetkov). Cross-lingual
transfer learning converts the resources and
models from the resource-rich source language
to under-resourced target language. Zero-shot
learning trains a model in one domain and con-
ceives that it generalizes in the other domain of
under-resourced languages. One-shot learning
trains a model in one domain and uses only a
few examples from an under-resourced domain
to adapt it. Transfer learning, unfortunately,
only works well for closely related languages.
Joint learning of resource-rich and resource-poor
languages tried to provide universal representation
for languages.

2 Related Works

For resource-poor languages, Feldman, Hana, and
Brew (Feldman et al., 2006; Hana et al., 2004)
described a method for creating taggers by com-
bining a POS tagger and morphological analyzer.
The POS tagger and morphological analyzer for
closely-related source languages are helped to pro-
duce the tools for a low-resource target language.
The drawback of this approach is that it is unfor-
tunately applicable for closely related languages.
Das and Petrov (Das and Petrov, 2011) proposed
a new cross-lingual tagging using projected tags,
and these tags are regularized using graph-based
label propagation. Cross-lingual projection anno-
tation model uses parallel corpora to bootstrap a
POS tagging process without significant annota-
tion efforts for a less-resourced language. Word-
alignment (Nichols and Hwa, 2005; Yarowsky
et al., 2001), and word-embedding (Adams et al.,
2017) models used in bilingual and multilingual-
based tagging where at least there is one resource-
rich language which can help in numerous bor-
rowings. Garrette et al. (Garrette and Baldridge,
2013; Garrette et al., 2013) explored building au-
tomatic POS taggers from tag dictionaries which
created using human annotators. Unsupervised
models have received perhaps the most attention
for POS tagging (Johnson, 2007). The main dif-
ficulty with this unsupervised model is evalua-
tion, where the induced word clusters and gold
POS tag classes (Christodoulopoulos et al., 2010)

need to compare quantitatively. SVMs widely ap-
plied for Indic language processing tasks like POS
tagging, Chunking, and Morphological process-
ing (Dhanalakshmi et al., 2009; Velliangiri et al.,
2010).

BERT stands for Bidirectional Encoder Repre-
sentations from Transformers (Devlin et al., 2018),
which is devised to pre-train deep bidirectional
representations from an unlabeled corpus by com-
bining both left and right context in all layer.
It has achieved significant progress in transfer
learning for natural language understanding using
the transformer architecture. The Bhojpuri POS
tagged data (Singh and Jha, 2015) has been devel-
oped by using BIS guidelines. POS tagger, mono-
lingual corpus, and Morphological Analyser are
also available for Magahi language (Kumar et al.,
2016). The Magahi corpora were created from
blogs and stories and annotated using BIS tagset
(Kumar et al., 2014).

3 POS tagging for Bhojpuri and Magahi

In the NSURL shared task, we have developed two
different methods for POS tagging the Bhojpuri
and Magahi languages. This section explains the
data set description and the detailed methodology
developed for the shared task.

3.1 Data set description

Table.1 shows the statistics of the Bhojpuri and
Magahi POS data set given by the task organiz-
ers. Both language sentences were POS tagged
using the Bureau of Indian Standards (BIS) an-
notation scheme, which is a common standard of
annotation for Indian languages. Compared with
the Bhojpuri tagset, Magahi consists of more tags.
Bhojpuri words tagged with Fine-grained tags and
Magahi words annotated with course-grained tags.
The Bhojpuri language contains a more average
number of words per sentence compared with the
Magabhi language.

3.2 Methodology

The organizers give sequence labeled POS train-
ing data in the word per line fashion. Test data pro-
vided in the same format without the POS labels.
We have used two different methods to develop
the POS tagger for Bhojpuri and Magahi. Figure
1 shows the methodology of the proposed model.
The first method based on the common features
with the Support Vector Machine (SVM) classi-
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Table 1: Data set Description

e Bhojpuri Magahi
Data set Description Train | Test | Train | Test
Number of sentences | 4500 532 4575 604
Number of tokens 94686 | 10582 | 61431 | 8204
Avg Sentence length | 21.04 | 19.89 | 13.43 | 13.58
POS-Tag set size 33 18

POS tagged
Training
Caorpora

Y

Classifier

Test Corpora

Feature Extraction/
BERT Embedding

Y

Qutput Labels

Figure 1: Methodology.

fier. This model experiment with combinations of
the character bigrams, trigrams, 4-grams, 5-grams,
and the full word as features. We have also con-
sidered the previous two words and the next two
words as additional features. These proposed fea-
tures can extract the salient features from the text.
We have used the SVMLight tool (Giménez and
Marquez, 2004; Joachims, 1999) for classifying
and tuned the C parameter values based on cross-
validation.

In the transfer-learning based method, we have
used the BERT multilingual pre-trained embed-
ding in the initial layer. The BERT embeddings
consider each token and the sentence from the
data set and assign the contextual representation
for each token. The logits layer used in the last
neuron layer of neural network for the classifica-
tion task. The parameters settings for BERT given
as follows, 12-layer, 768-hidden, 12-heads, 110M
parameters, batch_size=8, Adam Optimizer and,
Learning rate = 0.0001 with final Cross-Entropy
Loss.

3.3 Experiments and Results

The parameters of the learning models are fixed
using standard validation techniques. For tuning
the SVM parameters, we have used 10-fold cross-
validation. In the case of transfer learning ran-
domly selected 10 percent of the training data are
considered as validation data and the accuracies
are reported in Table 2. Table 3 and 4 show the ac-
curacies of the developed POS tagger achieved on
the shared task. We have submitted our runs in the
team name of "NITK-IT_NLP” and "SUB1” rep-
resents the conventional feature-based SVM clas-
sifier and "SUB2” refers to the transfer learning
model.

From the accuracy tables, it is clear that the
SVM based method worked perfectly for Bho-
jpuri, and the transfer learning model worked well
for the Magahi language. Interestingly, the accura-
cies are indirectly proportional to the tagset size of
the language (Usually, the accuracy is comparably
less for the language with fine-grained tagset i.e.
Bhojpuri language). If we compare the accuracies
of both languages, the method which gives good
accuracy for one language is provides less accu-
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Table 2: Validation Accuracy

Methods Bhojpuri Magahi
WordFeat+CharFeat+SVM (10 Fold) 94.38 80.11
TransferLearning-BERT(Random10Per) 90.1 89.0

racy in another language. It is right in vice-versa
also. The reason is the number of tags in the tagset
and an average number of words in a sentence.

Table 3: Accuracy of Magahi Language

Rank Team / Run F1 Score
1 NITK-IT_NLP_SUB2 0.79
2 the_illiterati_mag_1 0.77
2 the_illiterati_mag_2 0.77
3 the_illiterati_mag_3 0.74
4 NITK-IT_NLP_SUBI 0.73

4 Conclusion and Future Scope

Most of the research in Computational Linguis-
tics and NLP focuses on languages that have a
massive amount of text corpora. State-of-the-art
NLP models also require large amounts of train-
ing data from which it can learn parameters and
better co-efficient for the machine learning model.
Under-resourced languages or less-resourced lan-
guages are languages which are lacking large dig-
ital text and insufficient handcrafted linguistic re-
sources for building statistical NLP applications.
Here we have presented the two POS tagging ap-
proaches developed and submitted for the Shared
task on Low-level NLP Tools for Bhojpuri Lan-
guage and Magahi Language at NSURL 2019.
The sequence labeling formulation methods acted
as a benchmark for fully supervised POS tagging.
The proposed SVM based and transfer learning-
based models outperform the other submissions by
the participants and achieved the new state-of-the-

Table 4: Accuracy of Bhojpuri Language

Rank Team / Run F1 Score
1 NITK-IT_NLP_SUBI1 0.95
1 the_illiterati_bho_3 0.95
2 the_illiterati_bho_1 0.93
3 the_illiterati_bho_2 0.92
4 NITK-IT_NLP_SUB2 0.89

art. It proves the need for transfer learning to the
under-resourced languages. Detailed error analy-
sis and tag specific accuracy are the other direc-
tions of future research. The research efforts exist
that explore which type of linguistic features in the
language and other rich-resourced languages con-
tribute to accurate part-of-speech tagging for the
low resourced languages under investigation.
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Abstract

In this paper, we describe the part-of-speech-
tagging experiments for Magahi and Bhojpuri
that we conducted for our participation in the
NSURL 2019 shared tasks 9 and 10 (Low-
level NLP Tools for (MagahilBhojpuri) Lan-
guage). We experiment with three different
part-of-speech taggers and evaluate the impact
of additional resources such as Brown clusters,
word embeddings and transfer learning from
additional tagged corpora in related languages.
In a 10-fold cross-validation on the training
data, our best-performing models achieve ac-
curacies of 90.70% for Magahi and 94.08% for
Bhojpuri. Accuracy increased to 94.79% for
Magahi and dropped to 78.68% for Bhojpuri
on the test data.

1 Introduction and Related Work

Magahi and Bhojpuri are two of the three princi-
pal languages of the Bihari group (Maithili being
the third). There are competing categorizations
of the Bihari group within the Indo-Aryan lan-
guages (see Grierson, 1903; Cardona, 1974; Jef-
fers, 1976). While there are few Magahi speak-
ers outside of Southern Bihar, Bhojpuri is spo-
ken in parts of two Indian states, Western Bi-
har and Eastern Uttar Pradesh, and the South-
west of Nepal. According to the 2011 census,
about 51 million people in India stated Bhojpuri
as their mother tongue, and about 13 million did
so for Magahi. However, these numbers may se-
riously underestimate the actual number of speak-
ers, since speakers of both languages often name
Hindi as their first language — the language used
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in schools, courts, and other public institutions
(Verma, 2003b, p. 547).

Despite these numbers, comparatively few lin-
guistic resources and NLP tools currently exist for
both languages, with most of the scarce attention
having gone towards Bhojpuri (e.g. Ojha et al.,
2015).

It is beyond the scope of this paper and our
own expertise to describe both languages in de-
tail (but see, e.g., Verma, 2003b,a). Among the
features which appear pertinent to part-of-speech
tagging of Magahi and Bhojpuri are SOV order,
rich verb morphology, the extensive use of postpo-
sitions, and the unusual agreement system of Ma-
gahi (where the verb has to agree with subject and
object simultaneously).

Table 1 gives an overview of the two datasets of
the shared task. While the training set for Bhojpuri
is much larger, it also features a more fine-grained
tagset.

Magahi  Bhojpuri
training 61.435 94.692
test 8.205 10.582
tagset size 18 33

Table 1: Sizes of the training and test sets and of the
tagsets.

2 Strategies and Systems
2.1 Part-of-Speech Taggers

We experiment with three different, freely avail-
able part-of-speech taggers:
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* SoMeWeTa (Proisl, 2018), a tagger based on
the averaged structured perceptron that sup-
ports domain adaptation and can incorporate
external information sources such as Brown
clusters.'

* A BILSTM+CREF sequence tagger by Guil-
laume Genthial that uses character and word
embeddings and supports transfer learning.’

* The Stanford Tagger (Toutanova et al., 2003),
which is based on a maximum entropy cyclic
dependency network.?

2.2 Additional Resources

In addition to the training data provided by the task
organizers, we use the following freely available
resources:

e The Hindi UD treebank, which is based on
the Hindi Dependency Treebank (HDTB; ca.
352,000 tokens; Bhat et al., 2017; Palmer
et al., 2009).

* A POS-tagged Magahi corpus (KMI-Mag;
ca. 46,000 tokens) and a corpus of untagged
Magahi texts (ca. 2.8 million tokens).?

* Wikimedia dumps for Hindi (ca. 34.7 million
tokens) and Bihari (ca. 700,000 tokens).® We
extract the plain text using wikiextractor’ and
tokenize and sentence-split it using the ICU
tokenizer via polyglot.®

e Brown clusters (Brown et al., 1992) com-
puted from the tokenized Wikimedia dumps
and the untagged Magahi corpus (1000 clus-
ters, minimum frequency 5).’

'nttps://github.com/tsproisl/SoMeWeTa

We use the slightly modified version by Riedl
and Padé (2018): https://github.com/riedlma/
sequence_tagging

*https://nlp.stanford.edu/software/
tagger.html

*https://github.com/
UniversalDependencies/UD_Hindi-HDTB/
tree/master

Shttps://github.com/kmi-linguistics/
magahi

*https://dumps.wikimedia.org

"http://medialab.di.unipi.it/wiki/
Wikipedia_Extractor

$http://polyglot-nlp.com/

“We use the implementation by Liang (2005): https:
//github.com/percyliang/brown-cluster

* Pre-trained fastText embeddings for Hindi
and Bihari'®

The additional tagged Magahi corpus (KMI-Mag)
is annotated with a tagset consisting of 35 tags
which is almost identical to the 33-tag tagset used
in the Bhojpuri corpus. KMI-Mag uses three tags
that do not occur in the Bhojpuri data (V_VM_VF,
V_VM_VNF and V_VM_VNP) and misses one tag
that is used for Bhojpuri (RD_ECH_B). For our
transfer learning experiments targeting Bhojpuri,
we simply convert the three verb tags to V_VM.
For targeting Magahi, we map the 35 tags to UD
tags.

2.3 Experiments using SoMeWeTa

The distinctive features of SoMeWeTa are its abil-
ity to leverage additional resources and its transfer
learning or domain adaptation capabilities. Con-
sequently, we focus on these two aspects in our
experiments.

For Bhojpuri, we experiment primarily with the
Brown clusters computed from the Hindi and Bi-
hari Wikimedia dumps and the untagged addi-
tional Magahi corpus (cf. section 2.2). Our cross-
validation experiments show that the Brown clus-
ters have a small positive effect with the best re-
sults being obtained by Brown clusters computed
from the union of all three additional corpora (cf.
Table 2). With KMI-Mag we have a corpus of a
closely related language that is annotated with an
almost identical tagset (cf. section 2.2). However,
pretraining on that and then adapting to Bhojpuri
seems to have no noticeable effect.

For Magahi, we experiment with a wide range
of transfer learning settings in addition to the dif-
ferent Brown clusters:

* Pretraining on one of KMI-Mag, HDTB or
the Bhojpuri dataset (mapped to UD tags).

* Pretraining on all possible combinations of
KMI-Mag, HDTB and the Bhojpuri dataset
(using the concatenation of these resources).

* Longer pretraining chains where we start
with HDTB and adapt to one or two other re-
sources before we make the final adaptation
to Magahi.

The best results are obtained by using Brown clus-
ters computed from the Hindi Wikimedia dumps

Ohttps://fasttext.cc/docs/en/
crawl-vectors.html
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model accuracy
No additional resources 91.62 (£0.97)
Hindi Brown clusters 91.79 (£1.00)
Bihari Brown clusters 91.60 (£1.01)
Magahi Brown clusters 91.69 (£0.93)
Hindi+Magahi Brown clusters (hi+mag) 91.99 (+0.83)

Hindi+Bihari+Magahi Brown clusters (hi+bh+mag)

KMI-Mag — Bhojpuri, hi+mag

KMI-Mag — Bhojpuri, hi+bh+mag

92.04 (+0.80)
92.03 (£0.90)
92.06 (+0.94)

Table 2: Bhojpuri results for SoMeWeTa. We report the mean accuracies and 95% confidence intervals of a 10-fold
cross-validation on the training data. The model that we submitted to the shared task is set in italics.

and the untagged additional Magahi corpus. As
for Bhojpuri, transfer learning does not seem to
have any noticeable effect (cf. Table 3).

2.4 Experiments using the BILSTM-CRF
tagger

Neural networks with a BiLSTM-CRF architec-
ture achieve POS-tagging results close to the cur-
rent state of the art.'! In our experiments, we fo-
cus less on the hyperparameters of the network but
rather on the effects of our additional resources.
We try out both the Hindi and Bihari fastText em-
beddings. Since the Bihari embeddings do not
perform significantly better than the Hindi em-
beddings (cf. Table 4) and the Hindi embed-
dings cover a much larger vocabulary (15.3 mil-
lion words instead of 8.9 million), we use the
Hindi embeddings for our further experiments. In
the following, we make use of the tagger’s trans-
fer learning abilities and pretrain the models on
HDTB or KMI-Mag. The BiLSTM-CRF tagger
seems to benefit more from the transfer learn-
ing setting than SoMeWeTa and achieves its best
results for both languages with a transfer from
KMI-Mag. Interestingly, the BILSTM-CRF out-
performs SoMeWeTa only on the Magahi dataset
while it performs notably worse on the Bhojpuri
dataset.

2.5 Experiments using the Stanford Tagger

The Stanford Log-linear Part-Of-Speech Tagger
(Toutanova and Manning 2000; Toutanova et al.
2003) is a mature and stable tagger that still ex-
hibits competitive performance. The system is
feature-rich and offers a range of configuration op-
tions, the effects of which were initially not fully
understood by our research group. It was thus de-
cided to run extensive brute-force hyperparameter

et https://aclweb.org/aclwiki/POS_
Tagging_ (State_of_the_art)

tuning making educated guesses about the value
ranges of the various parameters. The documenta-
tion in the JavaDoc for the MaxentTagger class'?
provides the necessary information. It was de-
cided to set the following parameters with the val-
ues or ranges given in Table 5 and Table 6.

Combining all parameters results in 76,800 pa-
rameter combinations per language. Although
training and testing can be completed in approx-
imately 2 minutes on a modern personal com-
puter, the sheer number of parameter combi-
nations necessitated running the experiments on
High-Performance-Computing infrastructure. The
setup comprised a central queue of filenames of
property files that all involved clients subscribed
to.

For Magahi, only two runs with all parame-
ter combinations were performed: one with the
top 80% of the training data as actual training
data and the bottom 20% as test data and one
with the bottom 80% as training data and the
top 20% as test data. The values discussed be-
low are the arithmetic mean of the accuracies of
those two runs. As the Magahi tagset is Universal-
Dependencies-compliant, it was straightforward to
identify closed class words by pos tag and to sup-
ply the list to the tagger during the training phase.

For Bhojpuri, a full 10-fold cross-validation
was carried out for each of the parameter combi-
nations, so the averages discussed below are most
likely more reliable than those for Magahi. Since
the Bhojpuri tagset was more complicated, we de-
cided to learn the closed class tags automatically
based on the default closedClassTagThreshold of
40. Thus, a pos tag is only considered a closed
class if it is assigned to less than 40 different
words.

“https://nlp.stanford.edu/nlp/javadoc/
javanlp/edu/stanford/nlp/tagger/maxent/
MaxentTagger.html
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model accuracy
No additional resources 88.92 (£1.24)
Hindi Brown cluster 89.07 (£1.24)
Bihari Brown cluster 88.90 (£1.32)

Magahi Brown cluster

Hindi+Magahi Brown cluster

Hindi+Bihari+Magahi Brown cluster

KMI-Mag — Magahi, Hindi+Magahi Brown cluster

KMI-Mag — Magahi, Hindi+Bihari+Magahi Brown cluster

Bhojpuri — Magahi, Hindi+Magahi Brown cluster

Bhojpuri — Magahi, Hindi+Bihari+Magahi Brown cluster

HDTB — Magahi, Hindi+Magahi Brown cluster

HDTB — Magahi, Hindi+Bihari+Magahi Brown cluster
HDTB+KMI-Mag — Magahi, Hindi+Magahi Brown cluster
HDTB+KMI-Mag — Magahi, Hindi+Bihari+Magahi Brown cluster
HDTB+Bhojpuri — Magahi, Hindi+Magahi Brown cluster
HDTB+Bhojpuri — Magahi, Hindi+Bihari+Magahi Brown cluster
KMI-Mag+Bhojpuri — Magahi, Hindi+Magahi Brown cluster
KMI-Mag+Bhojpuri — Magahi, Hindi+Bihari+Magahi Brown cluster
HDTB+KMI-Mag+Bhojpuri — Magahi, Hindi+Magahi Brown cluster
HDTB+KMI-Mag+Bhojpuri, Hindi+Bihari+Magahi Brown cluster
HDTB — KMI-Mag — Magahi, Hindi+Magahi Brown cluster
HDTB — KMI-Mag — Magahi, Hindi+Bihari+Magahi Brown cluster
HDTB — Bhojpuri — Magahi, Hindi+Magahi Brown cluster

HDTB — Bhojpuri — Magahi, Hindi+Bihari+Magahi Brown cluster

89.12 (£1.23)
89.32 (£1.15)
89.15 (£1.17)
89.20 (£1.10)
89.23 (+1.19)
89.25 (£1.13)
89.18 (£1.25)
89.26 (x1.21)
89.17 (£1.18)
89.22 (£1.12)
89.19 (+1.23)
89.23 (£1.13)
89.18 (+1.20)
89.30 (£1.14)
89.06 (£1.19)
89.21 (£1.17)
89.20 (+1.20)
89.24 (£1.20)
89.22 (+1.18)
89.27 (+1.14)
89.11 (£1.17)

HDTB — Bhojpuri — KMI-Mag — Magahi, Hindi+Magahi Brown cluster
HDTB — Bhojpuri — KMI-Mag — Magahi, Hindi+Bihari+Magahi Brown cluster

89.22 (x1.11)
89.20 (£1.19)

Table 3: Magahi results for SoMeWeTa. We report the mean accuracies and 95% confidence intervals of a 10-fold
cross-validation on the training data. The model that we submitted to the shared task is set in italics.

model accuracy
Magahi (Hindi embeddings) 88,97 (£1,14)

Magahi (Bihari embeddings) 89,09 (£1,00)
HDTB — Magahi (Hindi embeddings) 89,85 (x£0,99)

KMI-Mag — Magahi (Hindi embeddings) 90,70 (£0,92)
Bhojpuri (Hindi embeddings) 90,78 (£0,55)
Bhojpuri (Bihari embeddings) 90,80 (£0,57)

KMI-Mag — Bhojpuri (Hindi embeddings) 91,23 (£0,68)

Table 4: Results for the BILSTM-CRF tagger. We re-
port the mean accuracies and 95% confidence intervals
of a 10-fold cross-validation on the training data. The
models submitted to the shared task are set in italics.

Given that the training dataset is smaller than
what is available for more commonly researched
languages, we expected that for most thresholds,
values below the default values might be more
relevant than above, which is why our choice of
parameter values is skewed towards smaller num-
bers.

For both languages, performance decreases
abruptly when rareWordThresh is set to 1. We
exclude this setting for the remainder of the anal-
ysis, since it is obviously beneficial for the tag-
ger to treat hapax legomena as rare words. Ad-
ditionally, performance was insensitive to varia-
tion in veryCommonWordThresh since this value

is ignored by the Tagger in our case. We thus fix
the threshold at 250 and use simple linear models
without interaction to analyze the influence of all
other variables on performance measures:

acc. = [y + P1(unicodeshape) + [2(macro)

6
+ B t+e

J=3

where f3; are the coefficients, +y; is one of the in-
teger features (rareWordThresh, curWordMinFea-
tureThresh, minFeatureThresh, rareWordMinFea-
tureThresh), and ¢ is the residual error.

Accuracy for Bhojpuri reaches around p =~
93.88 with a standard deviation of approximately
0.064 and the linear model yielding an adjusted
R? of approximately 0.80. For Magahi, overall
performance is lower (@ ~ 87.66) and variation
is higher (¢ ~ 0.51), but this variation is well-
explained by the linear model (adjusted R? ~
0.98).

For both languages, the macro parameter has
the most influence on accuracy. For Bhojpuri, the
best macro is bidirectional5words (yield-
ing ceteris paribus 0.09 and 0.12 better results
compared to generic and left3words, re-
spectively). For Magahi, however, generic
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parameter default value value/range
closedClassTags (none) ADP AUX CCONIJ DET NUM PART PRON SCONJ PUNCT
arch - architecture generic generic, left3word, bidirectionalSwords
arch - further unknown-words option (none) naacl2003unknowns
arch - unicode shapes for rare words (none)  unicodeshapes(-2,2), unicodeshapes(-1,1), unicodeshapes(0), (none)
iterations 100 100
learnClosedClassTags false false
curWordMinFeatureThresh 2 1.4
minFeatureThresh 5 1.5
rareWordMinFeatureThresh 10 1..10
rareWordThresh 5 1..8
veryCommonWordThresh 250 100, 150, 200, 250

Table 5: Settings and parameters with ranges for the training of the Stanford PoS Tagger for Magahi.

parameter default value value/range
closedClassTags (none) (none)
arch - architecture generic generic, left3word, bidirectionalSwords
arch - further unknown-words option (none) naacl2003unknowns
arch - unicode shapes for rare words (none)  unicodeshapes(-2,2), unicodeshapes(-1,1), unicodeshapes(0), (none)
iterations 100 100
learnClosedClassTags false true
closedClassTagThreshold 40 40
curWordMinFeatureThresh 2 1.4
minFeatureThresh 5 1.5
rareWordMinFeatureThresh 10 1..10
rareWordThresh 5 1..8
veryCommonWordThresh 250 100, 150, 200, 250

Table 6: Settings and parameters with ranges for the training of the Stanford PoS Tagger for Bhojpuri.

and left3words give better results (both
approximately 1.0 accuracy points better than
bidirectionalbwords). This is surpris-
ing, since according to the authors of the Stan-
ford Tagger, “[tlhe 1left3words architectures
are faster, but slightly less accurate, than the
bidirectional architectures.”!® The only vi-
able explanation that comes to mind is that pos-
sibly the Magahi gold standard corpus was anno-
tated with a trigram tagger without sufficient man-
ual correction. This is in line with our observa-
tion that in the Magahi data, items that should have
been classified as punctuation marks recieved du-
bious tags, e.g. the grave accent (‘) was tagged
only twice as punctuation, but was categorized as
a noun five times, twice as an adposition, once as
a verb and once as an auxiliary.

Examining only the respective best-performing
macro, rareWordThresh explains most of the re-
maining variation, with a significant regression
coefficient of about 0.02 for Bhojpuri and 0.07
for Magahi. However, the effect might de-

Bhttps://nlp.stanford.edu/nlp/javadoc/
javanlp/edu/stanford/nlp/tagger/maxent/
ExtractorFrames.html

crease for values higher than the ones tested here
(rareWordThresh € {1, ...,8}).

unicodeshape has a small effect on performance
for Bhojpuri, where (-1,1) and (-2, 2) yield
an increase in performance by about 0.06 com-
pared to (0) and None. This effect cannot be
confirmed for Magahi. For both languages, perfor-
mance decreases in curWordThresh, curWordMin-
FeatureThresh, and rareWordMinFeatureThresh,
though the effect is negligible and not always sig-
nificant. In both cases, minFeatureThresh does not
have a significant influence on accuracy.

3 Results and Error Analysis

3.1 Bhojpuri

The overall results for Bhojpuri are delightful
since they are even better than on our training data
(see Table 7): Our optimized version of the Stan-
ford tagger scored 95 points macro F7 (94.78 ac-
curacy), and we thus share first place with our sole
competitor (team NITK-NLP); SoMeWeta and the
BiLSTM tagger are close behind.

We omit the very large confusion matrix
(33%33 and predominantly zero off the diagonal)
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X-[ o | o o | o [ o | | [ o | o | 1 | o | o [ o o | o [ o 0
VERB-| 6 | 4 5 | 8 | 5 | 1 | 2 | 183 | o | 99 | 7 | 21 | o 2 | o [e0 | 5 |
SYM
SCONJ 0 1 2 1 2 1 0 5 0 1 6 0 0 159 0 0 0
PUNCT 0 0 0 0 0 0 0 0 0 0 0 0 663 0 0 0 0
PROPN 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0

g PRON 2 0 3 3 5 8 0 6 0 10 1010 0 0 10 0 5 0
S PART 9 0 1 1 0 2 0 5 0 107 6 0 0 0 0 2 0
5 Num 22 0 0 1 0 0 0 10 69 1 5 2 0 1 1 2 41
© NOUN-|[ 158 31 | 79 96 5 7 6 1802 4 79 47 66 0 9 0 175 15
S INTJ- 0 0 0 0 0 0 3 0 0 0 0 0 0 1 0 0 0

DET- 8 1 14 0 0 180 0 15 0 12 40 1 0 0 1 2 10
CCONJ 0 0 2 0 235 1 0 3 0 0 1 1 0 3 0 0 0
AUX 1 13 1 581 1 1 0 14 0 13 4 0 0 2 0 136 12
ADV - 0 o [ 19 0 0 0 0 4 0 1 3 0 0 0 0 0 0
ADP 1 639 1 6 0 0 0 28 0 4 2 0 0 4 0 1 0
-l o T T o T o T s T o T 7 T o T 1 T o T o Lo T o [ o T ¢ 1o

ADJ ADP ADV AUX  CCONJ  DET INTU  NOUN NUM  PART PRON PROPN PUNCT SCONJ SYM  VERB X

Figure 1: Confusion Matrix for SoMeWeTa predicting Magahi tags on the test data. Absolute numbers are given
for all cells; shade represents recall (on the diagonal) and false positive rate, respectively. Actual labels can be

found on the abscissa, predicted ones on the ordinate.

rank  submission Fy
1 Stanford 95
1 NITK-NLP_SUB1 95
2 SoMeWeTa 93
3 BiLSTM-CRF 92
4 NITK-NLP_SUB2 89

Table 7: Results for Bhojpuri

and instead provide a quick summary for the Stan-
ford tagger:'*

* Two tags are not predicted by our tagger at
all: RD_ECH_B (which appears once in the
gold data and was misclassified as N_NN),
and RD_UNK (classified once as N_NN and
once as V_VM).

* RP__INJ appeared five times in the gold stan-
dard and was predicted correctly four times.
This tag yields the worst recall (apart from
the two pathological cases above).

¢ 30 of the 195 occurrences of RD_SYM were
misclassified (recall 84.6%), mostly as N_NN
(26 cases).

* Further incorrect predictions of N_NN occur
for JJ (11.3% of its occurrences classified as
N_NN, 85.2% recall), RB (7.7%, 89.7% re-
call), and N_NNP (6.4%, 92.8% recall).

* Another notable confusion is the pair V_VM
(87.8% recall) and V_VAUX (86.6% recall);
V_VM was predicted as V_VAUX 64 times,
while V_VAUX was tagged V_VM 66 times.
Finally, Vv_VM was predicted as N_NN 85
times.

“We focus on recall; precision is mostly the same as re-

call for all frequent labels, and higher for rare ones, since the
taggers avoid predicting infrequent labels.

The results for our other submissions were very
much in line with the results discussed here.!> All
in all, the errors made by our submissions are very
much what one would expect: Very rare categories
are sometimes misclassified, very frequent cate-
gories (such as N_NN) tend to be the go-to label
for misclassifications, and similar morphosyntac-
tic categories are confused with each other (V_VM
and V_AUX, N_NN and N_NNP).

3.2 Magahi

With a macro Fj score of only 77%, our best
submissions, SoMeWeTa (78.68 accuracy) and
BiLSTM-CRF (78.86 accuracy), rank second in
the task of predicting Magahi tags, closely behind
the submissions of one of our competing teams
(see Table 8). Results are peculiar, since this is
a drop of more than ten points compared to our
cross-validation on the training data set and far
outside our realized confidence intervals (see Ta-
ble 3).

rank  submission F
1 NITK-NLP_SUB2 79
2 SoMeWeTa 77
2 BiLSTM-CRF 77
3 Stanford 74
4 NITK-NLP_SUB1 73

Table 8: Results for Magahi

Figure 1 shows the confusion matrix for
SoMeWeTa.!¢ Major problems arise for tags ADJ
(15.5% recall), ADV (14.8%), PART (32.5%), and
PROPN and X (both 0%), since these are quite fre-
quent categories with severe error rates. As with

150ne notable exception is that the BILSTM tagger did non
predict the category RD_ECH at all (another hapax in the gold
standard) but did include RD_ECH_B (once, incorrectly).

16 Again, results are very similar for our other submissions.
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Bhojpuri, the tagger misclassifies them as NOUNs
and VERBs, which are the most frequent open
classes. Moreover, the tagger frequently mistakes
VERB for AUX and vice versa.

4 Conclusion

The results for Bhojpuri are very satisfying. Close
to 95% accuracy on a set of 33 tags with approxi-
mately 95,000 words of training data is in line with
our expectations. It is a bit disappointing, how-
ever, that mindless parameter-tuning yields the
best results — but the difference may very well not
be significant.

The results for Magahi are very disappointing.
Since we do not know the language, it is difficult
for us to pinpoint the exact reasons for the bad per-
formance, be it an over-generalization of our tag-
gers, a shift in the tag distribution in the test data
or an issue with the annotation quality. At least,
however, the use of additional resources outper-
forms mere parameter-tuning.
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Abstract

In this paper, we describe the solution that
we propose for the shared task NSURL 2019
Semantic Question Similarity in Arabic. The
proposed solution combines three approaches:
lexical, statistical, and neural. The lexical ap-
proach is based on similarity measures. The
statistical approach utilizes a set of binary clas-
sifiers. The neural approach uses a Siamese
Deep Neural Network Model.

1 Introduction

The task in NSURL 2019 Semantic Question Sim-
ilarity in Arabic shared task (Seelawi et al., 2019)
is to predict the semantic similarity between ques-
tions: For a given question pair < ¢, g2 >, iden-
tify if the questions ¢; and g2 have the same mean-
ing or not.

A question similarity system is an important
component that contributes to good question an-
swering portal. This component enables users to
find answers to previously asked questions similar
to their own before posting new questions.

Many Question similarity approaches have been
already proposed for English (Nakov et al., 2016)
and other European languages such as Spanish,
French or Italian (Buscaldi et al., 2010).

For the Arabic language, there are also some
question similarity proposals (Abouenour et al.,
2010). were Such approaches do not give a gen-
eral solution to the problem of question semantic
similarity due to some limitations these systems
have. For example, QARAB (Hammo et al., 2002)
system does not take into consideration the under-
standing of the content of the question at a seman-
tic level. AQAS (Mohammed et al., 1993) sys-
tem is designed fro structured texts only. ArabiQA
(Benajiba et al., 2007) and QASAL (Brini et al.,
2009) Systems target factoid questions only.

University of Trento
Italy
abed.freihat@unitn.it

# Sentences | # Words
Quesl 11,995 68,608
Train | Ques2 11,995 64,039
QuesPairs 11,995 64,039
Quesl 3,715 21,248
Test Ques2 3,715 19,682
QuesPairs 3,715 19,682
Total | QuesPairs 15,710 83,721

Table 1: Statistics of the used dataset.

The proposed system in this paper combines
three approaches: lexical, statistical and neural. In
the lexical approach, we use a set of text similar-
ity measures from the text distance tools. In the
statistical approach, we deploy a set of classifiers.
In the neural approach, we apply a Siamese Deep
Neural Network Model. We also use additional
features such as punctuation and stop word filter-
ing, normalization, stemming, and POS-tagging to
enhance the final results.

The rest of the paper is organized as follows; we
describe our data in Section 2 and the proposed
system in Section 3. We report our experiments
and results in 4 and conclude with conclusion and
suggestions for future research in 5.

2 Dataset

In this work, we used the NSURL Task8(Seelawi
et al., 2019) data set provided by the Mawdoo3
Team. The training data is composed of 11995
sentences. The size of the test sets is 200 questions
pairs. The questions are short, ranging from 4 to
15 words each. Each sentence is annotated with
the speaker dialect. In table 1, we provide some
statistics on the used corpora.
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3 System

The presentation of our proposed system is shown
in figure 1.
In the following, we summarize the approach:

1. In parallel, run the three approaches (lexical,
statistical, and neural).

2. Select the three best configurations that
achieved the best performance.

3. In the third step, apply a combination of fea-
tures which will give us the best model for
each approach.

4. In the last step, combine two of the three
models 2by2.This enables us to have a
lexical-statistical combination approach and
a neural approach.

3.1 Features extraction

3.1.1 ngrams features

The first features that we considered to deal with
the problem of Semantic Question Similarity in
Arabic, were the word and character n-grams fea-
tures used in previous work such as (Salameh
et al.,, 2018; Lichouri et al., 2018), where we
added another feature which is the character-
word_boundary (char_wb). In the following, we
present a description of the three adopted features.

e [Word n-grams: ] We extract n-gram word
from 1st to Sth.

e [Char n-grams: ] The character 1st to Sth
grams are used as features.

e [Char_wb n-grams: ] This feature creates
character n-grams only from text inside word
boundaries; n-grams at the edges of words are
padded with space.

3.1.2 Additional Features

The features considered are obtained by applying
three processes, either simultaneously or individ-
ually. These process are: Punctuation removable,
Stop-word filtering, Normalization Process, Stem-
mer Process and a PosTagger Process. To deal
with the last three process, we first defined our
own normalizer function, then used the ISRIStem-
mer NLTK tool! for the second, whereas for last
we used the NLTK postagger?.

"https://kite.com/python/docs/nltk.stem . ISRIStemmer
“https://www.nltk.org/_modules/nltk/tag htm

3.2 Proposed Approches
3.2.1 Lexical Approach

This approach is based on a set of text distance
measures from the textdistance tools>. From a set
of measures proposed by this tools we opted to
choose one measure per category, namely: Ham-
ming Distance, Mlipns Distance, Levenshtein Dis-
tance, Damerau Levenshtein Distance, Jaro Dis-
tance, Strcmp95 Distance, Needleman Wunsch
Distance, Gotoh Distance, and the Smith Water-
man Distance.

3.2.2 Statistical Approach

Based on a set of classifiers using the scikit-learn
library (Pedregosa et al., 2011), namely: Linear
Support Vector Classification (LSVC), Bernoulli
Naive Bayes (BNB), Multinomial Naive Bayes
(MNB), Logistic Regression (LGR), Stochastic
Gradient Descent (SGD), Perceptron (PRP) and
the Passive Aggressive (PAG), a statistical ap-
proach was proposed. Where we will consider the
semantically similarity between questions as a bi-
nary classification problem with two classes: sim-
ilar (1) or non similar (0).

3.2.3 Neural Approach

In this approach, we will consider a Text Clas-
sification Methods using a Siamese Deep Neu-
ral Network *.  While using this script, we
adopted for multiple configurations by varying
the default setup: EMBEDDING_DIM = 50,
MAX_SEQUENCE_LENGTH = 10, VALIDA-
TION_SPLIT = 0.1, RATE_DROP_LSTM = 0.17,
RATE_DROP_DENSE = 0.25, NUMBER_LSTM
=50, NUMBER _DENSE _UNITS = 50, ACTIVA-
TION_FUNCTION = ’relu’.

4 Results

As shown in figure 1, the first step to be conducted
is to experiment with the three approaches in par-
allel. For the first approach, which is the lexi-
cal approach, we conducted a similarity measure
study, by calculating the distance between the two
questions by using several metrics while consid-
ering a range of threshold values between 10% to
100%. The best results are presented in table 2.
The three best results obtained by this approach
are by the following measures: Smith Water-

3https://pypi.org/project/textdistance/

“https://github.com/amansrivastaval 7/stm-siamese-text-
similarity
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Figure 1: A Semantic Question Similarity System for Arabic Language

Similarity Measures Threshold (%) | Score (%) max_length | function | threshold | F1-Score
Hamming Distance 90 47.95 configl | 10 softmax | 0.5 79.89
Milipns Distance 20 38.82 config2 | 10 softmax | 0.55 79.89
Levenshtein Distance 40 68.28 config3 | 15 softmax | 0.55 7911
Damerau Levenshtein Distance 40 67.91
Jaro D'Sta"c,e 30 64.20 Table 5: Results obtained by the three best configura-
Stremp95 Distance 30 63.27 . ) . ) .
Needleman Wunsch Distance 30 67.93 tions in term of Fl-score while varying the different
Gotoh Distance 40 67.91 parameters
Smith Waterman Distance 30 69.77
. . Development Score
Tab'le 2: Bést results obtained by the different measures Approach | Models | Public (30%) | Private (70%)
while varying the threshold. NW 70.37 68.08
Lexical Ly 69.12 68.35
MNB | BNB | LSVC [ LGR | PRP | PAG | SGD SW 7396 6978
Unigram | 63.11 | 63.98 | 70.86 | 69.70 | 66.43 | 68.81 | 70.87 . :
Bigram | 6335 | 62.64 | 7279 | 72.01 | 70.51 | 72.04 | 73.48 L. LSVC | 75.31 75.62
Trigram | 62.41 | 60.46 | 73.94 | 72.55 | 69.75 | 72.50 | 73.98 Statistical | SGD 75.13 74.77
4-grams | 61.57 | 57.99 | 74.25 | 72.96 | 71.04 | 73.07 | 74.03 PAG 74.59 73.58
5-grams | 60.70 | 56.34 | 74.11 | 73.11 | 71.17 | 73.36 | 74.73 Configl | 81.23 80.54
. ) . Neural Config2 | 82.31 79.77
Table 3: Results obtained by the used classifiers in term Config3 | 82.58 8258

of Fl-score while varying the number of grams n with
the word feature

man distance, Levenshtein distance and Needle-
man Wunsch Distance. The best score obtained
is around 69.77% with a threshold of 30. For the
second approach, the statistical one, we used the
n-grams word and char features, with a range of n
from 1 to 5. The results obtained while applying
these features with the aforementioned classifiers
are presented in tables 3 and 4.

It should be noted, that with this approach; the
three best results were obtained by the LSVC,

MNB | BNB | LSVC | LGR | PRP | PAG | SGD

Unigram | 44.48 | 64.72 | 67.60 | 66.59 | 57.57 | 54.60 | 66.38

Bigram | 61.70 | 66.45 | 71.39 | 69.76 | 63.98 | 64.79 | 69.77

Trigram | 63.18 | 66.47 | 73.03 | 70.98 | 68.13 | 66.86 | 71.28

4-grams | 62.30 | 65.97 | 73.43 | 70.94 | 69.51 | 69.84 | 72.51

5-grams | 61.68 | 65.37 | 74.03 | 71.06 | 69.48 | 71.70 | 72.95

Table 4: Results obtained by the used classifiers in term
of Fl-score while varying the number of grams n with
the char feature

Table 6: Development results obtained by the three best
models for each approach in the first step.

PAG and SGD while using the word (4/5)-grams
feature. The f1-score obtained range between 72%
and 75%.

Whereas for third approach, based on the
Siamese DNN and as mentioned in the descrip-
tion of the neural approach, we have experimented
with multiple combination of values for each pa-
rameters and thus noted the three best configura-
tions, which we presented in table 5. We can note
that there is a net amelioration of the F1-score
against the two previous approach with an ame-
lioration of +5 point.

Before presenting the results that we obtained
in the second step, we will report the develop-
ment accuracy that we obtained after submitting
the three best model for the three approach to the
kaggle shared task website in table 6.

From the table 6, we can see that the best results
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Baseline Features
P S N St Pos PSNPos | PSNSt PSNStPos
SW 69.77(30) | 69.86(30) | 70.62(30) | 69.86(30) | 69.77(30) | 68.71(30) | 71.83(30) | 71.23(30) | 71.83(30)
Lv 68.28(40) | 68.46(40) | 69.50(30) | 68.17(40) | 68.28(40) | 66.90(30) | 68.36(30) | 70.65(40) | 68.36(30)
NW 67.91(50) | 68.30(50) | 69.15(50) | 67.93(50) | 67.91(50) | 66.78(30) | 68.04(50) | 70.01(50) | 68.04(50)
LSVC@) | 74.25 73.94 69.58 72.86 73.79 75.69 74.16 69.60 7437
SGD(5) | 74.73 7431 69.05 74.13 74.1 74.49 74.92 68.65 74.49
PAG(5) | 73.36 72.84 68.62 74.01 72.96 73.53 73.37 68.02 73.28
| DNN [ 79.89 [ 77.29 | 75.65 | 76.66 [ 7476 | 80.55 | 74.46 | 74.66 [ 75.82 \

Table 7: Comparison of the impact of the preprocessing step on the results obtained by the best models in the
baseline system, in accordance to the three proposed approach. For the first parts of the table(lexical approach),
we noted the threshold that gave us the best results in brackets.

Development Score
Approach | Models Features Public (30%) | Private (70%)
Lexical SmithWater | PNSStPos | 73.16 71.55
Statistical | LSVC PosTagger | 81.68 79.04
Neural Configl PosTagger | 59.97 62.11

Table 8: Development results obtained by the 1-best
models for each approach in the second step.

are obtained by the neural approach in both test
dataset (30% and 70%) with an average fl-score
of more than 80%.

We will now, present the results obtained in the
second step, where we applied a set of additional
features. This step will permit us to select the best
model for each approach. The table 7, present the
gotten results.

By applying some additional features namely:
Punctuation removal, Stopwords filter, Normalizer
process, Stemmer process and PosTagger process,
individually or sequentially, we can note a net
amelioration of results for all the three approach
by ¥2, ¥2 and ¥1 for the lexical, statistical and
neural approaches, respectively.

When looking at the table 7, we can infer that
the best model for each approach is as follows: the
Smith Waterman distance for the lexical approach,
the LSVC classifier for the statistical approach and
the DNN+Postagger for the neural approach.

As we did before, we have re-submitted the best
model for each approach to the kaggle to have the
score with the test dataset. The gotten results are
demonstrated in table 8.

We can note that despite the neural approach
has scored the best score of 80.55% in the train-
ing phase, it could not well generalize on the test
data, where it yielded 59.97% and 62.11% for
both the public and private set. For the third step,
we have compared the performance of a combina-
tion between the lexical and statistical approaches

Development Score
Approach Public (30%) | Private (70%)
1st Best Model | 83.57 82.69
2nd Best Model | 82.58 80.50
Benchmark 71.99 71.43

Table 9: Comparison of our best model performance
against the benchmark.

against the neural approach, which have given us
two model: lexical+statistical and neural.

We started with the statistical approach, where
we have opted to add a combination of features,
which has given rise to a new features. This new
feature contains:

e A 5-grams word feature.
e A 3-grams char feature.
o A 3-grams char_wb feature.

After that we used a TFidf transformation on the
resulted matrix, which we will call tf_mat1.

For the lexical approach, we converted the re-
sulted distance measures between the question
pairs to an array, which we will call dist_fea.

Afer that we combined these two matrix
tf_matl and dist_fea, which we will call tf_train,
that will be used as input to the LSVC classifier.

This combination has permitted us to have our
best performance in this shared task with an aver-
age score of 83.13%. Whereas the neural approach
has given use our 2nd best model with an average
score of 81.50%. Table 9 present a comparison of
our two best models against the benchmark.

5 Conclusion

In this paper, we presented ST NSURL 2019
Shared Task: Semantic Question Similarity in Ara-
bic that participated in the 2019 NSURL Shared
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Task 8 (Semantic Question Similarity in Arabic).
The performance of our best run on the test data
for this Task ranked 7 between 9 teams in both
private and public data sets. In this approach, we
used a Linear Support Vector classifier by utiliz-
ing a combination of word, char and char_wb n-
gram as features as well as a lexical approach-
based model (Smith-Waterman), plus a PosTagger
process.

Despite the simplicity of these features, we got
promising results which encourage us to do fur-
ther experiments on other features such us LSA
that may lead to better results.
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Abstract

This paper contributes the first evalu-
ation of the quality of statistical ma-
chine translation (SMT) between Myan-
mar (Burmese) and Dawei (Tavoyan). We
also developed a Myanmar-Dawei parallel
corpus (around 9K sentences) based on the
Myanmar language of ASEAN MT corpus.
The 10 folds cross-validation experiments
were carried out using three different sta-
tistical machine translation approaches:
phrase-based, hierarchical phrase-based,
and the operation sequence model (OSM).
In addition, two types of segmentation
were studied: word and syllable segmen-
tation. The results show that all three
statistical machine translation approaches
give comparable BLEU and RIBES scores
for both Myanmar to Dawei and Dawei
to Myanmar machine translations. OSM
approach achieved the highest BLEU and
RIBES scores among three SMT ap-
proaches for both word and syllable seg-
mentation.

1 Introduction

Our main motivation for this research is
to investigate SMT performance for Myan-
mar (Burmese) and Dawei (Tavoyan) language
pair. The Dawei (Tavoyan) language is closely
related to Myanmar (Burmese) language and
it is often considered as dialect of Myanmar
language. The state-of-the-art techniques of
statistical machine translation (SMT) (Koehn
et al., 2003). This demonstrate good perfor-
mance on translation of languages with rela-
tively similar word orders (Koehn, 2005). To
date, there have been some studies on the
SMT of Myanmar language. (Thu et al.,
2016) presented the first large-scale study of
the translation of the Myanmar language.
A total of 40 language pairs were used in
the study that included languages both sim-
ilar and fundamentally different from Myan-

Ye Kyaw Thu
NECTEC, Thailand
ka2pluskha2@gmail.com

Thepchai Supnithi
NECTEC, Thailand
thepchai.supnithi@nectec.or.th

mar. The results show that the hierarchi-
cal phrase-based SMT (HPBSMT) (Chiang,
2007) approach gave the highest translation
quality in terms of both the BLEU (Papineni
et al., 2002) and RIBES scores (Isozaki et al.,
2010). Win Pa Pa et al (2016) (Pa et al,,
2016) presented the first comparative study
of five major machine translation approaches
applied to low-resource languages. Phrase-
based statistical machine translation (PB-
SMT), HPBSMT, tree-to-string (T2S), string-
to-tree (S2T) and operation sequence model
(OSM) translation methods to the transla-
tion of limited quantities of travel domain
data between English and Thai, Laos, Myan-
mar in both directions. The experimental re-
sults indicate that in terms of adequacy (as
measured by BLEU score), the PBSMT ap-
proach produced the highest quality transla-
tions. Here, the annotated tree is used only
for English language for S2T and T2S ex-
periments. This is because there is no pub-
licly available tree parser for Lao, Myanmar
and Thai languages. According to our knowl-
edge, there is no publicly available tree parser
for both Dawei and Myanmar languages and
thus we cannot apply S2T and T2S approaches
for Myanmar-Dawei language pair. From
their RIBES scores, we noticed that OSM ap-
proach achieved best machine translation per-
formance for Myanmar to English translation.
Moreover, we learned that OSM approach
gave highest translation performance trans-
lation between Khmer (the official language
of Cambodia) and twenty other languages,
in both directions (Thu et al., 2015). Re-
lating to Myanmar langauge dialects, Thazin
Myint Oo et al. (2018) (Oo et al., 2018)
contributed the first PBSMT, HPBSMT and
OSM machine translation evaluations between
Myanmar and Rakhine. The experiment was
used the 18K Myanmar-Rakhine parallel cor-
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pus that constructed to analyze the behav-
ior of a dialectal Myanmar-Rakhine machine
translation. The results showed that higher
BLEU (57.88 for Myanmar-Rakhine and 60.86
for Rakhine-Myanmar) and RIBES (0.9085 for
Myanmar-Rakhine and 0.9239 for Rakhine-
Myanmar) scores can be achieved for Rakhine-
Myanmar language pair even with the lim-
ited data. Based on the experimental re-
sults of previous works, in this paper, the ma-
chine translation experiments between Myan-
mar and Dawei were carried out using PB-

SMT, HPBSMT and OSM.

2 Related Work

Karima Meftouh et al. built PADIC (Parallel
Arabic Dialect Corpus) corpus from scratch,
then conducted experiments on cross dialect
Arabic machine translation (Meftouh et al.,
2015) PADIC is composed of dialects from
both the Maghreb and the Middle-East. Some
interesting results were achieved even with
the limited corpora of 6,400 parallel sentences.
Using SMT for dialectal varieties usually suf-
fers from data sparsity, but combining word-
level and character-level models can yield good
results even with small training data by ex-
ploiting the relative proximity between the two
varieties (Neubarth et al., 2016). Friedrich
Neubarth et al. described a specific problem
and its solution, arising with the translation
between standard Austrian German and Vi-
ennese dialect. They used hybrid approach
of rule-based preprocessing and PBSMT for
getting better performance. Pierre-Edouard
Honnet et al. proposed solutions for the ma-
chine translation of a family of dialects, Swiss
German, for which parallel corpora are scarce
(Honnet et al., 2018). They presented three
strategies for normalizing Swiss German input
in order to address the regional and spelling di-
versity. The results show that character-based
neural MT was the most promising one for text
normalization and that in combination with

PBSMT achieved 36 % BLEU score.

3 Dawei Language

The Tavoyan or Dawei dialect of Burmese
is spoken in Dawei (Tavoy), in the coastal
Tanintharyi Region of southern Myanmar
(Burma). The large and quite distinct Dawei
or Tavoyan variety is spoken in and around

Dawei (formerly Tavoy) in Tanintharyi (for-
merly Tenasserim) by about 400,000 people;
its sterotyped characteristic is the mesial /I/,
found in earlist Bagan inscriptions but by
merger there nearly 800 years ago; for further
information see Pe Maung Tin (1933) and
Okell (1995)(OKELL, 1995). Dawei is a city
of south-eastern Myanmar and is the capital
of Tanintharyi Region, formerly known as
the Tenasserim is bounded by Mon state to
the north, Thailand to the east and south,
and the Andaman sea to the west. Tavoyan
retains /-1-/ medial that has since merged into
the /-j-/ medial in standard Burmese and can
form the following consonant clusters: /gl-/,
/klI-/, K"/, /bl-/, /pl-/, /p"l-/, /ml-/, /ml-/. Exam-
ples include “GC%” (/mle/ — Standard Burmese
/mje&/) for “ground” and “G('(){)DCC:Z” (klavn/ —
Standard Burmese tfaun/) for “school”.  [4]
Also, voicing only with unaspirated consonants,
whereas in standard Burmese, voicing can occur
with both aspirated and unaspirated consonants.
Also, there are many loan words from Malay and
Thai not found in Standard Burmese. An example
is the word for goat, which is hseit “s8305” in
Standard Burmese but be “23” in Tavoyan. In
the Tavoyan dialect, terms of endearment, as
well as family terms, are considerably different
from Standard Burmese. For instance, the terms
for “son” and “daughter” are “@oL)" (/p"a ou/)
and “803”(/mi ou/) respectively. Moreover, the
honorific “ec?oé” (Naung) is used in lieu of

o

cw¢” (Maung) for young males. Another evi-
dence of “Dawei” is “Dhommarazaka” pogoda
inscription of Bagan period. It was inscription
of Bagan period. It was inscribed in AD 1196
during the region of Bagan King Narapatisithu
(AD 1174-1201) . In this inscription line 6 to
19, when the demarcation of Bagan is mentioned
“Taung-Kar-Htawei” (up to Htawei to the south)
and “Taninthaye” (Tanintharyi) are including.
Therefore, the name of “Dawei” appeared par-
ticulary since Bagan period, at the time of the
first Myanmar Empire. (Dawei was established
at Myanmar year 1116) is actually meant that
the present name Dawei appears as the name of
the settlers later and the original name of the
city is Tharyarwady, which was established at
Myanmar year 1116 according to the saying. As
“Dawei” nationality deserves as one nationalist
in our country. Actually, Dawei region is a place
where local people lived since very ancient Stone
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Age. After that, Stone Age, Bronze Age and
Iron Age culture developed. Moreover, as there
has sound evidence of Thargara ancient city,
comtemporary to Phu Period, the Dawei people,
can be assumed that they are one nationality
of high culture in Myanmar. Dawei(Tavoyan)
usage and vocabularies is divided into three
main groups. The first one is using Myanmar
vocabularies with Dawei speech, the second is the
vocabularies same with Myanmar vocabularies
and using isolated Dawei words and vocabularies.

In Myanmar word (“of?) ?”) (“here there”) is

13 C?”
used “0005” (“here”) and “comas” (“there”)
in Dawei language. For example Dawei word
13 cC O”. e 07 .
Q0Loq]: is same as 3o in Myanmar language
13 cC O” . «w O O” .
and “eummMg|: means vy in Myanmar
. luL C C
language. The question words $0 (oa‘%@:), V)
kAl . . .
(oocﬁ) are used in Myanmar language, similarly
3 cCo” . . 1 bkl
cam,eax s used instead of “ooo: (oocoo)

in Dawei language. Moreover, “oc3”(what)
and “m@q@mcﬁ" (“what happened”) is same
with “@')ﬁ:” and “@o@o&ﬁ:”
In negative sense of Myanmar word “:)R:” is
not usually used in Dawei word. The negative

. 13 bkl (13 Cc” .
Dawei words are e <€l) or “ug: (“No” in
. « OC ¢
English). Myanmar adverb word 250, 30098,

in Dawei usage.

¢ Cr” . “
300Y§3YS (very, extremely) is used as SReX
[0} C .
SESSeH @c: Some more example of Dawei
. 13 C CcC 7 w O C C CcI
vocabularies are os:qc:  (TML0$E800C
in Myanmar language, “pregnant” in English),

C kA C ” .

“em’)%m: (“eomceco:” in Myanmar language,

. . 13 C kA 3 C ” .
“boy” in English), "o0do00: ( cOMCEE: i
Cn

Myanmar language, “girl” in Enghsh)

O C o9 . .
(00" in Myanmar language, “money” in

. “ C OO0 o2 TN e ” .
English), “eqp-000935:00:" (T0gjenod: in

Myanmar language, “pomelo” in English) and
“ooéao’g(g):" (“onpz000” in Myanmar language,
“leopard” in English). The followings are some
example parallel sentences of Myanmar (my) and
Dawei(dw):

C ¢ C C
dw: 20050050 M ¥ [:o 0200 i
¢
my: Scoméocno: m 9 gy o005 i
(“The girl is so beautiful” in English)

C C C o C C
dw: C\)CDLQOOQUD (9p) ﬂ @Ci UJ)LD Il

C C C o C
my: C\)(Y)@(Dq@ (98] C\g‘% o0 I

(“The tea is so sweet” in English)

C ¢ ¢ ¢
dw: Gm;?OJ)Z Gg})’)%i QJQ.-.?QJ:):?

Il
my: comée: empc: e%u% OD(D ODUS i
(“The boy goes to school regularly” in English)

4 Methodology

In this section, we describe the methodology used
in the machine translation experiments for this pa-
per.

4.1 Phrase-Based Statistical Machine
Translation

A PBSMT translation model is based on phrasal
units (Koehn et al., 2003). Here, a phrase is
simply a contiguous sequence of words and gen-
erally, not a linguistically motivated phrase. A
phrase-based translation model typically gives
better translation performance than word-based
models. We can describe a simple phrase-based
translation model consisting of phrase-pair prob-
abilities extracted from corpus and a basic re-
ordering model, and an algorithm to extract the
phrases to build a phrase-table (Specia, 2011).
The phrase translation model is based on noisy
channel model. To find best translation é that
maximizes the translation probability P(f) given
the source sentences; mathematically. Here, the
source language is French and the target language
is an English. The translation of a French sentence
into an English sentence is modeled as equation 1.

é = argmaz.P(e|f)

(1)

Applying the Bayes’ rule, we can factorized the
into three parts.

P(e)
P(f)

The final mathematical formulation of phrase-
based model is as follows:

Plelf) =

P(fe) (2)

3)

We note that denominator P(f) can be dropped
because for all translations the probability of the
source sentence remains the same . The P(e|f)
variable can be viewed as the bilingual dictionary
with probabilities attached to each entry to the
dictionary (phrase table). The P(e) variable gov-
erns the grammaticality of the translation and we
model it using n-gram language model under the
PBMT paradigm.

argmax.P(e|f) = argmaz.P(f|e)P(e)
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0. [X]

|J
X1 [ [X] X]o?ccrg,{’z[x]

Figure 1: Some examples of hierarchical phrase-based grammar between Dawei and Myanmar phrases

4.2 Hierarchical Phrase-Based
Statistical Machine Translation

The hierarchical phrase-based SMT approach is a
model based on synchronous context-free gram-
mar (Specia, 2011). The model is able to be
learned from a corpus of unannotated parallel
text. The advantage this technique offers over
the phrase-based approach is that the hierarchical
structure is able to represent the word re-ordering
process. The re-ordering is represented explicitly
rather than encoded into a lexicalized re-ordering
model (commonly used in purely phrase-based ap-
proaches). This makes the approach particularly
applicable to language pairs that require long-
distance re-ordering during the translation process
(Braune et al., 2012). Some examples of hierar-
chical phrase based grammar between Dawei and
Myanmar phrases are shown in Figure 1.

4.3 Operation Sequence Model

The operation sequence model that can com-
bines the benefits of two state-of-the-art SMT
frameworks named n-gram-based SMT and
phrase-based SMT. This model simultaneously
generate source and target units and does not
have spurious ambiguity that is based on minimal
translation units (Durrani et al., 2011) (Durrani
et al.,, 2015). It is a bilingual language model
that also integrates reordering information. OSM
motivates better reordering mechanism that
uniformly handles local and non-local reordering
and strong coupling of lexical generation and
reordering. It means that OSM can handle both
short and long distance reordering. The operation
types are such as generate, insert gap, jump
back and jump forward which perform the actual
reordering. The following shows an example
translation process of English sentence ‘“Please
sit here” into Myanmar language with the OSM.

Source: Please sit here

T t: A AN 28
arget. G()’{I(I%OLU 3&]9’) @L)C

Operation 1: Generate (Please, GO’{IZ(I%ZELSL@Z)
Operation 2: Insert Gap

Operation 3: Generate (here, enﬂ:%z@@: %ij))
Operation 4: Jump Back (1)

. X . e, 8 oC
Operation 5: Generate (sit, c;(qlocl?u@l@o 36D COC)

5 Experiment

5.1 Corpus Statistics

We used 9,000 Myanmar sentences (without name
entity tags) of the ASEAN-MT Parallel Corpus
(Prachya and Thepchai, 2013), which is a parallel
corpus in the travel domain. It contains six main
categories and they are people (greeting, intro-
duction and communication), survival (transporta-
tion, accommodation and finance), food (food,
beverage and restaurant), fun (recreation, travel-
ing, shopping and nightlife), resource (number,
time and accuracy), special needs (emergency and
health). Manual Translation into Rakhine Lan-
guage was done by native Rakhine students from
two Myanmar universities and the translated cor-
pus was checked by the editor of Rakhine news-
paper. Word segmentation for Rakhine was done
manually. We held 10-fold cross-validation ex-
periments and used 6,883 to 6,893 sentences for
training, 1,212 to 1,217 sentences for develop-
ment and 890 to 922 sentences for evaluation re-
spectively.

5.2

In both Myanmar and Dawei text, spaces are
used for separating phrases for easier reading.
It is not strictly necessary, and these spaces are
rarely used in short sentences. There are no clear
rules for using spaces, and thus spaces may (or
may not) be inserted between words, phrases,
and even between a root words and their affixes.
Although Myanmar sentences of ASEAN-MT
corpus is already segmented, we have to consider
some rules for manual word segmentation of

Word Segmentation
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if not preceded by
One

Group 1

if not followed by

One of
One of
azAZDBmgﬁeée@c@%mggﬁcﬁoelu1/:@[‘{-\s

Figure 2: Visualizaiton of syllable breaking with regular expression for Myanmar language

Dawei sentences. We defined Dawei “word”
to be meaningful units and affix, root word and

(3 C”
suffixe(s) are separated such as “o: W5,

ki

“m:&o?og , oo (%U’JDQS”. Here, “oo:” (“eat”in
English) is a root word and the others are suffixes
for past and future tenses. Similar to Myanmar
language, Dawei plural nouns are identified by
following particle. We also put a space between
noun and the following particle, for example a
Dawei word “cgc%v):es” (shrimp) is segmented

as two words “g%o\m" and the particle “c3”.
In Dawei grammar, particles describe the type
of noun, and used after number or text number.
For example, a Dawei word “%:%o@:m&\?z"
(“papaya” in English) is segmented as “eﬁ:%og:
00 C\"L):”. In our manual word segmentation
rules, compound nouns are considered as one
word and thus, a Dawei compound word “m§”
+ “3305” (“money” + “bag” in English) is
written as one word “m&3305” (“wallet” in
English). Dawei adverb words such as “61@[37
ngep" (“very” in English), “@cc:s" (“extremely”
in English) are also considered as one word. The
following is an example of word segmentation for
a Dawei sentence in our corpus and the meaning

is “Shrimps are very rare and bought fishes.”

Unsegmented Dawei sentence:

C C C N C
dw.Ccﬁooooesqqpeﬂooo?ooﬂoemcoowoogooamq
O’J)LDII

Word Segmented Dawei sentence:
C C C N
dw: @500: G3 QFp §P: VYW | ckeonciom: o3

C C
[6]@V) 03’3610’1303 I

In this example, “g%wzes” (shrimps) is
segmented as two words “e£o0:” and the par-

. (3 2 . (3
ticle "e3 . Dawei adverb words such as “qgp
“rare” in English) is also considered as one word

13 Ccr” 1 Cc”
and a root word 00O and the suffix QDLW

13 C c”
are also segmented as two words 00D QDLW
(“bought” in English)

5.3 Syllable Segmentation

Generally, Myanmar words are composed of mul-
tiple syllables, and most of the syllables are com-
posed of more than one character. Syllables are
composed of Myanmar words. If we only focus on
consonant-based syllables, the structure of the syl-
lable can be described with Backus normal form
(BNF) as follows:

Syllable : = CMW[CK][D]

Here, C stands for consonants, M for medials, V
for vowel, K for vowel killer character, and D for
diacritic characters. Myanmar syllable segmenta-
tion can be done with a rule-based approach, finite
state automation (FSA) or regular expressions
(RE) (https://github.com/ye-kyawthu/sylbreak).
The visualization of the syllable breaking based
on the RE for Myanmar language is as shown in
Figure 2. In our experiments, we used RE based
Myanmar syllable segmentation tool named
“sylbreak”. The following is an example of
syllable segmentation for a Dawei sentence in
our corpus and the meaning is “You are cute.”

Unsegmented Dawei sentence:
dw: @%eﬂog@epwgg%:@m:u

Syllable segmented Dawei sentence:
dw: §$ ﬂog e e (ch% @ o

5.4 Moses SMT System

We used the PBSMT, HPBSMT and OSM system
provided by the Moses toolkit (Koehn et al., 2007)
for training the PBSMT, HPBSMT and OSM sta-
tistical machine translation systems. The word
segmented source language was aligned with the
word segmented target language using GIZA++
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sre-tgt PBSMT HPBSMT OSM
dw-my | 29.143 (0.82286) | 29.09 (0.82203) | 29.563 (0.82369)
my-dw | 21.575(0.62624) | 21.697 (0.78651) | 21.701 (0.78667)

Table 1: Average BLEU and RIBES scores for PBSMT, HPBSMT and OSM using word segmentation

src-tgt PBSMT HPBSMT OSM
dw-my | 60.788 (0.94613) | 60.472 (0.94476) | 63.221 (0.94825)
my-dw | 44.8 (0.91601) | 45.441 (0.91496) | 45.584 (0.91550)

Table 2: Average BLEU and RIBES scores for PBSMT, HPBSMT and OSM using Syllable Segmentation

(Och and Ney, 2000). The alignment was sym-
metrize by grow-diag-final and heuristic [1]. The
lexicalized reordering model was trained with the
msd-bidirectional-fe option (Tillmann, 2004). We
use KenLM (Heafield, 2011) for training the 5-
gram language model with modified Kneser-Ney
discounting (Chen and Goodman, 1996). Mini-
mum error rate training (MERT) (Och, 2003) was
used to tune the decoder parameters and the de-
coding was done using the Moses decoder (ver-
sion 2.1.1). We used default settings of Moses for
all experiments.

6 Evaluation

We used two automatic criteria for the evaluation
of the machine translation output. One was the de
facto standard automatic evaluation metric Bilin-
gual Evaluation Understudy (BLEU) (Papineni
et al.,, 2002) and the other was the Rank-based
Intuitive Bilingual Evaluation Measure (RIBES)
(Isozaki et al., 2010). The BLEU score measures
the precision of n-gram (over all n < 4 in our
case) with respect to a reference translation with
a penalty for short translations (Papineni et al.,
2002). Intuitively, the BLEU score measures the
adequacy of the translation and large BLEU scores
are better. RIBES is an automatic evaluation met-
ric based on rank correlation coefficients modified
with precision and special care is paid to word or-
der of the translation results. The RIBES score is
suitable for distance language pairs such as Myan-
mar and English. Large RIBES scores are better.

7 Results and Discussion

The BLEU and RIBES score results for machine
translation experiments with PBSMT, HPBSMT
and OSM are shown in Table 1. Bold numbers
indicate the highest scores among three SMT ap-
proaches. The RIBES scores are inside the round

brackets. Here, “my” stands for Myanmar, “dw”
stands for Dawei, “src” stands for source lan-
guage and “tgt” stands for target language re-
spectively. The BLEU and RIBES score results
for machine translation experiments with PBSMT,
HPBSMT and OSM using word level segmenta-
tion between Myanmar and Dawei languages are
shown in Table 1. From the results, OSM method
achieved the highest BLEU and RIBES score for
both Myanmar-Dawei and Dawei-Myanmar ma-
chine translations. Interestingly, the BLEU and
RIBES score of all three methods are compara-
ble performance. Our results with current paral-
lel corpus indicate that Dawei to Myanmar ma-
chine translation is better performance (around
8 BLEU and 0.03 RIBES scores higher) than
Myanmar to Dawei translation direction. The
results of BLEU and RIBES scores of syllable
segmentaion between Myanmar and Dawei lan-
guages are shown in Table 2. Our results with
syllable segmentation also indicate that Dawei
to Myanmar machine translation is better perfor-
mance (around 17 BLEU and 0.03 RIBES score
higher) than Myanmar to Dawei translation direc-
tion. As we expected, generally, machine transla-
tion performance of all three SMT approaches be-
tween Myanmar and Dawei languages with lim-
ited parallel corpus achieved suitable scores for
both BLEU and RIBES. The reason is that as we
mentioned in Section 3, the two languages, Myan-
mar and Dawei are close languages. We assume
that long distance reordering is relatively rare and
only local reordering is enough for the Myanmar-
Dawei language pair. We can expect that we can
increase these scores higher than current results
by increasing the corpus size in the near future.

8 Error Analysis

We also used the SCLITE (score speech recogni-
tion system output) program from the NIST scor-
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Freq | Reference ==> Hypothesis
16 oD ==> 05
C C
14 ICYP: ==> BC?
i ==> &
9 ol ==> oW
8 Lﬂo’@: ==> o
N C
7 2000 ==> 00
5% O0EO) ==> oM
C [@) [@)
5 eCi) ==>
5 L ==> @O0:
5 QD8 ==> 20008
< ’] O O
5 323l ==> ™M
\° L L
4 o0p: ==> 0
[0
4 D00 ==> QOODS
1L C N JC‘
4 oCiq ==> ©C:
4 O ==> 200
4 0y ==> 000

Table 3: The top 15 confusion pairs of OSM model
for Dawei-Myanmar machine translation with word
segmentation

ing toolkit SCTK version 2.4.10 for making dy-
namic programming based alignments between
reference and hypothesis strings for detail analysis
on translation errors. From our studies, the top 15
confusion matrix for Dawei-Myanmar OSM ma-
chine translation (with word segmentation) can be
seen in Table 3. We also made manual error anal-
ysis on translated outputs of the best OSM model,
and we found that dominant errors are different in
sentence level. We will introduce four frequent
error patterns and they are “Male-Female Vocab-
ulary Error”, “Paraphrasing Error”, “Word Seg-
mentation Error” and “Negative Error”. The fol-
lowings are some example translation mistakes for
each category:

### Male-Female Vocabulary Error ###
SOURCE: 2 §<?C 0 @é Qe Il
IL ° UL
Scores: (HC#S#D #1)320 1
REF: ###4%% 500 aé:o% @é 20000 I
HYP: o0 oc: (Y(LS @é 200008 i
Eval: IS S

### Paraphrasing Error ###

SOURCE:?:): ujn:u?{ 3 e Il
Scores: (HC#S#D #1)4100
REF: (J:'J:qéz oooorB 36 cleplll
HYP: ¢ 000203 BG oD |
Eval: S

SOURCE: cpd3¢s 2093 §
Scores: (#C #S #D #I)

REF: coo3é:

(o)

IL I.o O’)O
HYP: coodc: o0od
I L [e5]

Eval: S

SOURCE: nrgﬁsoo's » ﬂé@ﬁ»u:)ug n

Scores: (#HC#S#D #1)3 102

REF: OQJ%GO’IS B FHRK HAAAKK q_lcc:en?ooug I
C C oOC O [e) C

HYP: ORJ§C0 320 @ S04 OO I

Eval: I1S

SOURCE: 200 elooc © Wz I
Scores: (#C #S #D #1) 3 2 00
REF: oM 3361@ ® o0 i

HYP: eviee) 36 © eep i
Eval: S S

### Word Segmentation Error ###
SOURCE: 330050?03 mo:gc?cs
Scores: (HC#S#D #1)4110
REF: o0 (D: et & eo?crgoﬁ;o:o: I

C
HYP: 00 ekokokskokokskok OEIICE &
C
©UIOITNLC: I
Eval: D S
o O C
SOURCE: srawg[)@o c.l:eo QLW I

Scores: (#C #S #D#1)3 110
REF: 333l § 0 9?“ QPO0S i

O O C
HYP: 333l #xksxkkkkk 0808 QOO |
Eval: D S

HHH# Negative Error ###

SOURCE: G[§ cuLs u: o> 65Q: I
Scores: (#C #S #D #I) 51 O 1

REF: 33@[: *xk GO0 LLg ﬂm ©50000: i
HYP: 39@[(:.0 © GU: c% ﬂn’g G$OC: i
Eval: IS

SOURCE: ouosp: &oosom o vy
Scores: (#C #S #D #I) 501 0
REF: o~ ﬁooaom © 0908 o0t i
HYP: vl ﬁorgaoog *kck ogo: 022
Eval: D
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Where “SOURCE” is the test sentence of
Dawei language, “Scores” are operation scores
of the Edit Distance (Miller et al., 2009), “C” is
the number of correct words, “S” is the number
of substitutions, “D” is the number of deletions,
“I” is the number of insertions, “REF” for
reference (i.e. Myanmar sentence), “HYP” for
hypothesis and “Eval” is the ordered sequence of
edit operations.

We found that translation error of male to
female vocabulary and vice versa happen be-
tween Dawei-Myanmar translation such as
“QT?@” (“she” in English) to “o\l?” (“he” in
English), “O\I?edclﬁogo\l?e” (“herself” in English)
to “o\l?ﬂ?)os:xl?” (“himself” in English). The
second category, paraphrasing errors are really
interesting and it is also proved that two language
are similar. In our paraphrasing error examples,
the meanings of all reference and hypothesis pairs
are the same. Some errors are just the difference
between the formal (polite form) and informal
written form such as “@L;]OOQS” (polite form of

. 13 co” .
ending phrase @oouo in Myanmar conversa-

tion) and “@m(ﬁ”. One of the possible reasons
for the word segmentation errors is inconsistent
word segmentation of human translators such as
“omieené:” and “om: ewnd:” (“drive a car” in
English). We also found that one more frequent
translation errors between Dawei-Myanmar and
Myanmar-Dawei machine translation is changing
into negative form (e.g. “39@@@0:” (“to answer”

. . 9 .
in English) and “33@@@@02’ “no answer” in
English).

9 Conclusion

This paper contributes the first PBSMT, HPBSMT
and OSM machine translation evaluations from
Myanmar to Dawei and Dawei to Myanmar. We
used the 9K Myanmar-Dawei parallel corpus that
we constructed to analyze the behavior of a dialec-
tal Myanmar-Dawei machine translation. We also
investigated two types of segmentation schemes
(word segmentation and syllable segmentation).
We showed that well-grounded BLEU and RIBES
scores can be achieved for Dawei-Myanmar lan-
guage pair even with the limited data. In the
near future we plan to test PBSMT, HPBSMT
and OSM models with other Myanmar dialect lan-
guages such as Myeik (Beik).
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Abstract

Measuring string similarity is useful for a
broad range of applications. It plays an
important role in machine learning, infor-
mation retrieval, natural language process-
ing, error encoding, and bioinformatics.
Measuring string similarity is a fundamen-
tal operation of data science, important
for data cleaning and integration. Real-
world applications such as spell check-
ing, duplicate finding, searching similar
words, and retrieving tasks use string sim-
ilarity. In this study, string similarity
metrics have been calculated for Burmese
(Myanmar language). The encoding table
for Burmese has been built based on the
pronunciation similarity of characters and
vowel combination positions with a con-
sonant. According to the table, strings
and words are encoded. Similarity dis-
tance is measured between the dataset and
query words. Previous string similarity ap-
proaches are not suitable for fuzzy string
matching of tonal-based Burmese. There-
fore, three mapping approaches are pro-
posed in this study.

1 Introduction

Measuring string similarity is a fundamen-
tal operation in many applications of ma-
chine learning. It is widely studied in natu-
ral language processing (NLP). NLP applica-
tions such as text-to-speech, machine transla-
tion, spell checking, and information retrieval
calculate string similarity metrics to find how
similar the strings are. In other words, string
similarity metrics help to find similar words ac-
cording to a given query. Languages are inter-
esting, and each language has its own features
and writing systems. In the literature, several
approaches have been proposed for string sim-
ilarity. Most of them are character-based met-

Ye Kyaw Thu
NECTEC, Thailand
khainghsuwai@utycc.edu.mm ka2pluskha2@gmail.com hninayethant@utycc.edu.mm

Hnin Aye Thant
UTYCC, Myanmar
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NECTEC, Thailand
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rics and associated with English or European
languages. For Burmese (language in Myan-
mar), we need to consider new approaches to-
gether with the existing string similarity met-
rics. Burmese is a tonal-based language and
also a very rich language (Tun, 1990). It has 33
consonants, and the consonants are combined
with vowels and medials to form syllables. In
Burmese, not only one character can form a
word (e.g., “o”, “dance” in English) but also
one syllable can form a word (e.g., “Eni(rg”,
“like” in English). Additionally, there are
many phonetically similar sounds of charac-
ters and words in Burmese. In our experiment,
we proposed three mappings: phonetic map-
ping, sound mapping, and syllable combina-
tion mapping. We introduced a new approach
based on the idea of Soundex, the best-known
phonetic encoding algorithm, for retrieving
phonetically similar words by calculating the
string similarity distance. We have collected
two datasets: one dataset contains the confu-
sion pairs of words with real spelling mistakes,
and another is a manually developed word sim-
ilarity dataset. We evaluated six measures (co-
sine distance, Damerau—Levenshtein distance,
Hamming distance, Jaccard distance, Jaro—
Winkler distance, and Levenshtein distance)
on two datasets, with and without the pro-
posed three mappings. According to our re-
sults, all three mappings outperformed the
existing approaches for retrieving Myanmar
words with similar pronunciations.

2 Related Work

To the best of our knowledge, there is only one
proposal that measured phonetic similarities
of Myanmar Internationalized Domain Names
(IDNs) (Ohnmar Htun, 2910). To retrieve
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phonetically similar Myanmar IDNs, IPA (In-
ternational Phonetic Alphabet)-Soundex func-
tions were used for matching character val-
ues based on their phonetic similarities of
Burmese. The normalized similarity method
is capable of measuring similarity not only in
a single language, but also in a cross-language
comparison (Htun et al., 2011).

The Myanmar characters ultimately de-
scend from a Brahmic script, either Kadamba
or Pallava (Wikipedia, 2019). Likewise, most
of the major Indian languages such as Devana-
gari (e.g., Hindi, Marathi, Nepali), Bengali
(Bengali and Assamese), Gurmukhi (Punjabi),
Gujarati, Oriya, Tamil, Telugu, Kannada, and
Malayalam use scripts that are derived from
the ancient Brahmi script. They have approx-
imately the same arrangement of the alphabet,
are highly phonetic in nature, and a computa-
tional phonetic model was proposed for them
(Singh, 2006). It mainly consists of a model of
phonology (including some orthographic fea-
tures) based on a common alphabet of these
scripts, numerical values assigned to these fea-
tures, a stepped distance function (SDF), and
an algorithm for aligning strings of feature vec-
tors. The SDF is used to calculate the pho-
netic and orthographic similarity of two let-
ters.

3 String Similarity Metrics

String similarity determines how similar two
strings are. Various studies on string similar-
ity has been carried out for different languages.
In the literature, many methods to measure
the similarity between strings have been pro-
posed. Each method has its own features use-
ful for NLP. Most similarity metrics are used
to reduce minor typing or spelling errors in
words or syllables in pronunciation. Based on
the properties of operations, string similarity
metrics can be divided into several groups.

Edit distance-based metrics estimate the
number of operations needed to transform one
string to another. A higher number of oper-
ations means less similarity between the two
strings.

For token-based methods, the expected in-
put is a set of tokens rather than complete
strings. The purpose is to find similar tokens
in both sets. A higher number of similar to-

kens means more similarity between the sets.
A string can be transformed into a set of to-
kens by splitting it using a delimiter.

In sequence-based methods, the similarity is
a factor of common substrings between the two
strings. The algorithms try to find the longest
sequence that is present in both strings. The
more of these sequences found, the higher is
the similarity score.

3.1 Levenshtein Distance

The Levenshtein distance (Levenshtein, 1966),
also known as edit distance, returns the min-
imum number of edit operations in terms of
the number of deletions, insertions, or sub-
stitutions required to transform the source
string to the target string. A higher num-
ber of edit operations means less similarity be-
tween two strings. For example, the edit dis-
tance between “cat” and “dog” is 3. There
are three edit operations needed to transform
“cat” into “dog”. For Myanmar language,
“Fate”-“0”(kan) and “m%”(kan) (exact pro-
nunciation with “05” but different spelling and
“kick, lake” in English), two edit operations
are required. The Levenshtein distance is per-
fect for finding similarity of small strings, or
for a small string and a big string, where the
editing difference is expected to be a small
number. The Levenshtein distance is defined
recursively, as shown in Eq. (1).

0 if i=j=0

i if j=0 and i>0

j if i=0 and j>0

disap(i—1,7) + 1

disap(i,j7 — 1)+ 1 otherwise

disap(i — 1,5 — 1) + 1(a; # aj)
(1)

disap(i,j) =

min =

3.2 Damerau—Levenshtein Distance

The Damerau—Levenshtein distance is an al-
gorithm that is similar to the Levenshtein dis-
tance; however, it additionally counts a trans-
position between adjacent characters as an
edit operation (Damerau, 1964). For example,
to transform string “CA” to string “ABC?”,
the Levenshtein distance counts three edits,
whereas the Damerau—Levenshtein distance is
2. For Burmese, the Levenshtein distance be-
tween “oneco:”(“baby”) and “concos”(wrong
spelling of “baby”) is 3, whereas the Damerau-
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Levenshtein distance is 2. Variations of this
algorithm assign different weights to the edit
based on the type of operation, phonetic sim-
ilarities between the sounds typically repre-
sented by relevant characters, and other con-
siderations.

3.3 Hamming Distance

The Hamming distance between two strings
of equal length measures the number of posi-
tions with mismatching characters (Hamming,
1950). The Hamming distance only applies to
strings of the same length. It is mostly used
for error correction in fields such as telecom-
munication, cryptography, and coding theory.
For example, the Hamming distance between
“apple” and “grape” is 4, and the distance
between “mcw”(“father”) and “zzcon”(wrong
spelling of “father”) is 1.

3.4 Jaro—Winkler Distance

The Jaro-Winkler distance is another string
metric that measures an edit distance between
two sequences (Jaro, 1989). The score ranges
from 0 to 1, where 0 is “no similarity,” and 1 is
“exactly the same strings.” The Jaro-Winkler
distance is used to find duplicates in strings,
because the only operation that it considers is
to transpose the letters in a string. Eq. (2)
describes the Jaro-Winkler distance d; of two
given strings s and so, where m is the number
of matching characters, and t is half of the
number of transpositions.

otherwise
(2)
3.5 Cosine Similarity

The cosine similarity between two vectors is a
measure that calculates the cosine of the angle
between them (Singhal, 2001). By calculat-
ing the cosine angle between the two vectors,
we can decide if the vectors are pointing to
the same direction or not. Two vectors with
the same orientation have a cosine similarity
of 1, which means that the two strings are
equal. For two strings “@$:Gm<§%”(“husband
and wife”) and “ooccos”(“baby”), the cosine
similarity is 0, but for “@%c;e’)é%”(“husband
and wife”) and “®$:@mé%”(wrong spelling of

“husband and wife”), the similarity distance
is 0.75, which is nearly 1. Eq. (3) shows the
formula of cosine similarity.

A.B v Aix By

similarity(A, B)

T TATXTBI ~ /o, A2 x /o, B?
(3)

3.6 Jaccard Similarity

The Jaccard similarity measures similarities
between sets (Jaccard, 1901). It is defined as
the size of the intersection divided by the size
of the union of two sets. For example, for sets
A =1{1,2,3} and B = {1,2,4,5}, the Jaccard
similarity is 0.4. The Jaccard similarity is cal-
culated according to the following equation.

_|AnB] _ |AN B|

JAB) = A0B ~ AT B [AUB]

(4)

3.7 Soundex Algorithm

The Soundex algorithm is a phonetic algo-
rithm (Odell, 1956). It is based on how close
two words are depending on their pronuncia-
tion. For example, the code for “Flower” and
the code for “Flour” is ‘F460” according to
the Soundex encoding table, because they have
the same pronunciation. Based on the idea of
the Soundex algorithm, we propose three map-
pings for Burmese. All mappings aim to find
words based on their phonetic similarity.

4 Proposed Mappings

String similarity algorithms have some difficul-
ties with Burmese because it is a tonal-based
language and is composed of vowels, conso-
nants, and medials. With Myanmar alpha-
bets, many words have the same pronunciation
but different meanings (e.g., “05”, “luck” in
English and “m%”, “lake” in English). More-
over, some words have similar pronunciations

bY A4

. . C .
and different meanings (e.g., “eﬁ@ , “seven” in

7«

English and “?.%og , “year” in English). To con-
sider phonetically similar words, we propose
three mapping tables for Myanmar words.

4.1 Phonetic Mapping

In our proposed methods, the first mapping is
the phonetic mapping. Words with the same
pronunciation are grouped together. For ex-
ample, “oncco:” and “scco:” have the same
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pronunciation. Therefore, “m” (Ka) and “s”
(Kha) are clustered to “o” (Ka) group. lee—
wise, other consonants with same pronuncia-
tion, such as “w0” (Ga) and “20” (Gha), “0”
(Pa) and “¢” (Pha), “0” (Ba) and “o>” (Bha)
are put together as groups, respectively, and
some diacritics, such as “” (Wa Hswe) and
“o” (Ha Hto) tone marks such as “c:” (Auk-
myit), “” (Myanmar sign Virama) are con-
sidered to be removed. Mapped characters
are using both Myanmar and English alpha-
bets for simple reading and an easier practical
implementation. The details of the phonetic
mapping table are shown in Table 1.

Char Mapped Char Char Mapped Char
m 3 o) o (delete)
0w 0 mgﬁ e & .e-é i
m C C C
® %0 ® moom d
¢ C
@
% @ 5 ec n
¢ o o 2§ e
9
g® @ R i u
g el 5 T
™ s $ e e a
36 3 (delete)
0o 0 : (delete)
< c
Clep) » 20 clo |00 elom o
B B B
@ 9§ 9 g q 9
©g fob) i s
g C c .

20 200 20 Gcep in
e y o MRS s

Table 1: Phonetic Mapping

4.2 Sound Mapping

The second mapping is the sound mapping.
This mapping is similar to the phonetic map-
ping, but the main difference is in process-
ing Myanmar consonants. As the name of
the sound mapping suggests, consonants that
have the same movements of mouth, lips, and
tongue, are grouped. For example, “oo 9 o
w0 ¢ o 3”7 (Ka Kha Ga Gha Nga Ha A) are
clustered to “on” (Ka) group, “po p” (NyaGyi
NyaLay) are clustered to “c0” (Nya) group, “o
v o v ©” (Pa Pha Ba Bha Ma) are clustered
to “0” (Pa) group, “wo> q” (YaPetLet YaGauk)
are clustered to “q” (Ya) group. The details
of the sound mapping are shown in Table 2.

Char Mapped Char Char Mapped Char

Mma0wWCEC WD ” ¢ (delete)
Pe ) ‘ (delete)
© %0 e q ) 565 d
SGoMVM®©306s I<2) %é n
VOV ME 0 \5] e
=)

wq 9 edug u

©g © 97 T

20 20 ® a
LI[: y (delete)

s oo 0 G o

R E;f; S
& q i
ccp in '”*—:# <>[]+— s

Table 2: Sound Mapping

4.3 Vowel Position Mapping

Myanmar writing system or word formation
largely depends on the combination of left,
right, upper, and lower characters to a con-
sonant (i.e., consonant clusters or syllable).
Here, left, right, upper, and lower characters
mean dependent vowels, directives, and sub-
script consonants that are always written with
a consonant (Thu and Urano, 2007) according
to their written positions.

The third proposed mapping is based on
the syllable formation in Burmese, we call it
the vowel position mapping. Thus, the vowels
written on the left side of the consonant are
under the left (1) group, the right-side vowels
are under the (r) group, the upper vowels
are under the (u) group, the lower vowels are
under the (d) group. If we represent the core
concept of the vowel position mapping with
Python programming, the code for building a
dictionary variable named “map3_ dict” will
be as follows:

map3_ dict = |

(1P}

Here, “c
dial characters “

is used for consonants, “y” for me-
7 and “|7, “1” for the “left”,
“u” for “upper”, “d” for “down” or “lower”,
and “r” for “right”-side characters. The de-
tails of the vowel position mapping are shown
in Table 3. This mapping is designed for re-
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trieving Myanmar words that have a similar
vowel combination structure.

Char Mapped Char Char Mapped Char
a-z A-Z F ™M-3 c
16 y s p
G 1 ool g oo T
09 N = u \ d
5 k ° J\ nl ' S
o™ S e i A =47 <> ], +- $
tﬁ ee i #7<>(]
@ clop o g @ =)
o-@ n 0-9 D

Table 3: Vowel Position Mapping

5 Experiments

We compare 6 similarity measures on our
three mappings. They are Levenshtein, Ham-
ming, Jaro—Winkler, Damerau—Levenshtein,
cosine, and Jaccard similarities. We conduct
two experiments with two datasets that we
have collected.

5.1 Datasets

We have collected two datasets: Spelling
Mistake Confusion Pairs and Word Similarity
Dataset.

5.1.1 Spelling Mistake Confusion Pairs

The dataset of spelling mistake confusion pairs
was developed based on real-world spelling
errors. Mainly, we collected general-domain
text, especially from Myanmar news and
social media websites, such as BBC (British
Broadcasting Corporation) Myanmar, VOA
(Voice of America) Myanmar, Facebook, and
emails during March 2018 and July 2019.
The dataset contains 2,381 pairs (i.e., 4762
words). Some examples of confusion pairs are
as follows:

c . c_ ¢ ,.] C c ¢ _ ¢ ,] C
. GO’)’)CU%S’BUU oW - GOO’)CZU%:?BUO [ep]0V)

C C

oC co ¢ oc, ¢ _co ¢
. O?C@@SEJ(DO)O’) - CYLJCQ@@({IQ)@CD

T c < S_edl c_ ¢ IS
e G3 GZZ)C&D?I? 0[3@@—@3 G320C0 2@@@

L

C 0 (e C o (e
. @OO%OO’)(Y)JG’D@O&[(% - @ODO:?’JOO(YJ?DO?Z@Z
. JOOJO - JOJO
Ot T RN
C o C 9
. 3’2@@(}00’)3’3&— 39@@000’)3982

During the dataset collection, we found that
some of the spelling mistakes are caused by
encoding conversion between partial Unicode
named “Zawgyi” and other Unicode fonts
such as “Myanmar3” and “Padauk” (e.g.,
08(7%6% - 0809)@ MHANIES - 0OSONE

Lo’ LY u % 3 ¥
OCo R C OCo R ﬁ
Sccegpels - %ccc;e]e@ﬂ). Moreover, the
spelling mistakes based on pronunciation
. . . ¢ ¢ =]
similarity (e.g., COREQSIT: — CORVSDD, cf]fD -

o C O (e C O (e
clsd, @oog?omm&foa?z@z - @awg?’)oomefoo?z@z)
and shape similarity (i.e., glyph) of Myanmar
characters are also found (e.g., o%zgozc;:::::-?e:::-s

9 o o . $58 _
- om,g)cceelaé otey 08:,  3CIOMIP
326500m32ps).  All the confusion pairs gen-
erally have one-to-one relationship between
misspelled and correct words; thus, we as-
sumed it is very useful for evaluating on our
three mappings. However, this dataset has
few homophones and rhyme words; therefore,
it is not suitable for measuring pronunciation
similarity.

5.1.2 Similar Pronunciation Dataset

We developed the similar pronunciation
dataset to evaluate similarity scores pro-
vided by our three mappings. Based
on the correct Myanmar word, we manu-
ally added one homophone and three more
rhyme words, such as “Hat:Bat”, “Fun:Sun”,
“Honey:Money”. For example, the first col-
umn word @Mzorl?z(“festivity” in English) is the
correct word, the second column @”:o%s is
the homophone word, and the other follow-
ing columns q)::, 0200z, and [(:)”:o?s are three
rhyme words of the first column word (see Ta-
ble 4). We collected 200 pairs for the similar
pronunciation dataset, with 1,000 words in to-
tal.
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Correct WordHomophone Rhymel Rhyme2 Rhyme3

N G s
Spy ke g0 [pos oep
g o0gf  waf  og) 5og]
G(‘)’)Zé GO’C)]JZQ Gg?@i G(‘OZQJ% G%JZO%Z

9900V 00000

OOD%CU) 00%% @96161

C C C C C C C C C
C\)(Y)G%Z@C C\)(Y)Q%Z@e ODO’JGL%Z!DCQ(Y)G%Z‘DCC\)O’)G%Z@C

Table 4: Examples from the Similar Pronunciation
Dataset

Examples for how our three proposed map-
pings work can be seen as the following table.

Phonetic Mapping Sound Mapping Vowel Position Mapping
ogé: —> 0ooi 0o 5:—> Looi o@é: —> ccpeckr
oogo)éz —> 00OO0I oogo)@z —> 000i oooé: —> cckeckr

Table 5: Examples of Three Proposed Mappings

5.2 Evaluation

For the evaluation, we measured string simi-
larity on each pair from both original datasets:
“Spelling Mistake Confusion Pairs” and “Sim-
ilar Pronunciation Dataset”. Next, we en-
coded or converted the original data into our
3 mappings and measured string similarity
again. Finally, we counted the correct words
or similar words based on the three thresh-
olds “<=1", “<=2", and “<=3" for “Leven-
shtein, Damerau-Levenshtein, and Hamming
distance measures” and “>=0.9", “>=0.7",
and “>=0.5” for “Jaro—Winkler, cosine, and
Jaccard distance measures”.

6 Results and Discussion

The number of correct words found for six
similarity measures on the “Spelling Mistake
Confusion Pairs dataset” is shown in Figure 1.
According to these experimental results, our
phonetic mapping gave a better word correc-
tion rate than four existing distance measures
(Levenshtein, Damerau-Levenshtein, Ham-
ming, and Jaccard) for threshold <=1 or
>=0.9. Similarly, the sound mapping also
achieved higher or comparable results, except
for the Jaro—Winkler and cosine similarity. On
the other hand, the vowel position mapping
approach obtained the lowest correction rate
for all thresholds.

For thresholds “<=2”7 and “<=3”
(“>=0.7", “>=0.5" for Jaro-Winkler and

cosine similarity), all proposed
mappings are lower than raw Myanmar text
input. However, we found that the phonetic
mapping and sound mapping matched more
correct words from the “Spelling Mistake
Confusion Pairs” dataset for Hamming and
cosine similarities.

generally,

According to these experimental results, our
new two mappings (phonetic and sound map-
pings) are applicable for string similarity mea-
surement on spelling mistake confusion words.
Moreover, based on the current results for
thresholds “<=2" and “<=3" (or “>=0.7"
and “>=0.5"), we clearly found that the vowel
position mapping is able to retrieve approx-
imately 50% of the correct words for Leven-
shtein, Damerau—Levenshtein, Hamming, and
cosine similarities.

The results of retrieving similar pronuncia-
tion words, such as homophones and rhyme
words, with six similarity measures on the
“Similar Pronunciation Dataset” is shown in
Figure 2. As we expected, two of our
proposed mappings, phonetic mapping and
sound mapping, achieved the highest num-
ber of found errors for all thresholds of Lev-
enshtein, Damerau—Levenshtein, Hamming,
Jaro—Winkler, cosine, and Jaccard similarities.
Additionally, the vowel position mapping also
obtained the highest or comparable results for
existing five distance measures, except for the
Jaccard distance measure.

We did a detailed analysis on distance val-
ues, and we found that our proposed three
mappings have a zero distance value (i.e., no
distance value) for some similarly pronounced
words. For example, the string similarity
distances for the word m(rgegzoxc: and simi-
lar pronunciation and rhyme words C\)(YSG%@O)é,
m(rgeugso;é, e[orgc;%:o)é and C\DO’SG%:@E for Lev-
enshtein and our three mappings for the
threshold “<=1" are shown in Table 6. More-
over, our three mappings retrieved similar
words well, compared with inputting raw
Myanmar text. For example, although Leven-
shtein distance (for the threshold “<=1") re-
trieved only one similar word of C\gcgo)é (“scat-
ter” in English), our three mappings were able
to retrieve three more similar words Qgéo)é,
C\géeé and C\gépé (see Table 7). One more ex-
ample of cosine and our three mappings’ string
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Figure 1: Results with the spelling-mistake confusion dataset

similarity distances of the word 3203505 (“to
assess” in English) (for threshold “>=0.97)
can be seen in Table 8. Here, “N\A” means
“Not Applicable”, and the expression is not
contained in the threshold distance.

Word - Similar Word Levenshtein Pronunciation Sound Vowel

T T T T

COMEg:OC MY 1 0 1 0
C C C C

COMEE:DC COMBEU:DC 1 0 0 0
C C C C

QOMEE:OC §AOEE:DC 1 1 1 0
C C C C

OMEg:OC Comeg:ec 1 1 0 0

Table 6: String similarity distances for the word
« < C» (uw s s :
comegeoc” (“selection”) in English

Word - Similar Word Levenshtein Pronunciation Sound Vowel

C\ggcof c\géoé 1 0 1 0
C\gém cJ\ggcaxg N/A 0 1 1
C\géwg C\gé@é N/A 1 1 0
C\gc‘goe (\3%@5 N/A 1 1 0

Table 7: String similarity distances for the word
“C\3<§®é” (“scatter” in English)

7 Conclusion

In this paper, we have presented the first
study of the string similarity measurement
based on the pronunciation similarities for
Burmese. We proposed three new mappings
(phonetic mapping, sound mapping, and vowel
position Mapping) and proved a better re-
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Figure 2: Results with the similar pronunciation dataset

Word - Similar Word Cosine Pronunciation Sound Vowel

2205 MG NJA 1.0 1.0 1.0
D205 BM0oS  N/A N/A N/A 1.0
203005 BEood  N/A N/A N/A N/A
2M205 8admos  N/A N/A N/A 1.0

Table 8: String similarity distances for the word
“305905” (“to assess” in English)

trieving of similarly pronounced words, homo-
phones, and rhyme words. Moreover, the pho-
netic mapping and sound mapping are applica-
ble for spelling correction by string similarity
measurement of Burmese under the threshold
“<=1". In the future work, we plan to expand
the two datasets and conduct string similarity

experiments to confirm our current mapping
tables.
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Abstract

This research is an attempt to investigate the
perceptual system processing of English con-
nected speech. More specifically, it attempts to
offer an experimental study to show the impact
of the phonological context and specific En-
glish learning experience on non-native listen-
ers perception of a set of assimilated-English
speech forms inserted in pair of words and
sentential contexts. Given that assimilation of
place as a regular phonological process shap-
ing English casual speech, seems to pose a
notorious problem for the perceptual system
in general and for non-native listeners to En-
glish continuous speech in particular. This
triggers the current research investigation of
a networks performance on English assimi-
lated forms so as to have rather measurable and
testable results.

1 Introduction

Connectionism conventions of human cognitive
phenomena, according to (Rogers, 2009), appeal
for a propagated activation through interconnected
units of the system. In this realm, speech pro-
cessing area (speech perception) has caught a large
area of computational connectionist models inter-
est. Taking that speech perception is organized
around a lexical access process (Traxler, 2012),
(JEFFREY and JAMES, 1988), thus, lexical mis-
match intolerance is highly invoked while phono-
logical variations in English speech production are
widely attested. More pointedly, assimilation of
place is regarded as a regular process shaping En-
glish connected speech, and is disruptive to the
recognition system function .i.e., it interrupts the
lexical access process through which speech in-
puts are matched to their lexical representational
units stored in the long-term memory. Conse-
quently, a misperception and sometimes lexical
ambiguity of the speech arise, as argued by (Mec-
Queen et al., 1999). It incurs a mismatch between

the incoming variant segments and their lexical
representational entries. This prompts the ques-
tion as how the system handles such perceptual
perturbation Inferential Phonological Connection-
ist Model (Gaskell and Gareth, 2003) (Mg and
Wd., 1996a) (Mg and Wd., 1996b) (Marslen,
1998) seems to be central for addressing place-
assimilated speech drawing on two main notions.
First, the perceptual system processes the assimi-
lated forms through a gradual and regressive map-
ping of surface (output unit) onto underlying (in-
put unit) by making use of SNR architecture (Mg
and Wd., 1996a). Second, the system is very sen-
sitive to the phonological conditions surrounding
the assimilated forms and tends to infer the phono-
logical rules regulating such variations. How-
ever, driving on the expectation that the network
might have an active role in shaping the phonolog-
ical rules regulating the assimilation process rather
than simply inferring them, this incites the current
research to approach the issue concerned based on
a modified SNR version . In light of the afore-
mentioned predictions, this research will proffer
an experimental study on a network performance
on a set of assimilated forms embedded in pair
words and sentential contexts. The research will
draw from the experimental design to guide the
different empirical phases, including the prelimi-
nary pre-test, treatment and post-test phases.

2 Phonological Inferential connectionist
Model

Phonological Inferential Model (Gaskell and
Gareth, 2003) (Mg and Wd., 1996a) (Mg and
Wd., 1996b) (Marslen, 1998) is a computational
approach directed to speech processing area. It
has been developed to find conceivable answers
to recurrent questions faced in cognitive theo-
ries of speech perception, as how speech is pro-
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cessed. The model evaluates the interconnection
between a set of phonological rules and given
phonological contexts of a speech stream, in the
sense that, as (Mg and Wd., 1996b) pointed,
these rules are context-sensitive as they specify
the context they can apply to (p.288). For exam-
ple, the likely occurrence of / k/ as a variant of
the lexical /t/ in the word thatking to be realized
as /kkI/ at the surface level, is permissible only
if the following segment has a velar place fea-
ture like /k/, providing a source for a velar place
feature to be repressively (leftward) assimilated.
Given the crucial property of phonological rules
as being phonological context-sensitive rules, this
amount to characterize the model for a heuristic
account for speech perception for the reason that
it calls in simultaneously both listeners specific
phonological experience (acquired phonological
rules) alongside the range of phonological context
surrounded-variation. As far as speech process-
ing area is concerned, the current model (IPM)
holds for three main assumptions: first, a suc-
cessful completion of the lexical access process is
tied with the perceptual system gradual learning to
recognize speech, in the sense that, as argued by
(Mg and Wd., 1996b), that the process of learning
to compensate for phonological variant forms (as-
similated forms ) depends on the gradual connec-
tion of the constraints involved in the goodness-of-
fit between the variable output and input computa-
tion in lexical access(p.416). Second, they con-
tend that unassimilated forms are more likely to
be recognized by the recognition system as being
the underlying forms and, thereby, inferring the as-
similated forms (p.416). This is motivated by the
fact that the phonological rules regulating assimi-
lation of place are constrained by the phonological
context viability for assimilation. For instance, the
following phonological rules regulating six assim-
ilatory patterns are central to the second assump-
tion.

Based on the aforementioned IPM assumption,
simplified network recognition (SNR) has been
developed as figure (2) shows:

The SNR architecture has been generated to ex-
amine the lexical access process using a simple
recurrent network trained on mapping a speech
phoneme input, undergoing assimilation varia-
tion onto an output window, exploring a back
propagation-algorithm. However, this research, as
differently from Gaskells SNR hypothetical and

- p/ -#(p, b, m)
—b/-#(p, b, m
— m / -# (p, b, m)
— k / -# (k, g)
d—g/-#(k,8g)
n—n/-#(k, g

Figure 1: Six Assimilatory Patterns (Gaskell et al.,
1996)

OUTPUT

Previous Segment | [Current Segment | |Next Segment
[ ™ g I g j 9 (phonetic features)

Hidden Layer

HIDDEN
UNITS

Context Layer
= - - INPUT
| urrent Segmen! (phonetic features)

Figure 2: SNR Architecture (Gaskell et al., 1996)

practical orientations, tends to account for the as-
similation processing by altering the current ar-
chitecture drawing on the following perspective:
the perceptual speech might have an active role
in shaping regular and systematic phonological
changes (e.g., assimilation of place process) and,
therefore, would be able to shape the phonological
rules (represented in figure 1) governing assimila-
tion of place. Yet, the viability of the current per-
spective seems to be bound with the specific learn-
ing experience that the system undertakes; the sys-
tem should be trained on mapping from underlying
segments onto their surface assimilated segments.
By doing so, the system is taken to learn the condi-
tions in which the different six patterns of assimi-
lations take place and, therefore, learn to recognize
the respective phonological rules governing each
pattern. This assumption is central to the current
research revised SNR structure:

The proposed modified structure incites the re-
search procedure described in the next section.

3 Research Procedure

The network will be trained on mapping from un-
derlying unassimilated segments onto their sur-
face assimilated variants in the prediction that the
network would recognize the phonological rules
underlying the assimilation of place pattern for
the six cases as represented in figure (1). More-
over, following (Mg and Wd., 1996b) practice,
in the purpose of stimulating the network to learn
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the associations between unassimilated segments
(underlying segments ) and their neighboring seg-
ments, we will incorporate a large corpus, Brown
Corpus (H and N, 1960), whereby place assimi-
lation will be artificially introduced into the cor-
pus. A random selection of 50 % of coronal seg-
ments (/t/, /d/, /n/) contained in the data found in
phonological contexts triggering assimilation (/p/,
/bl, Im/, /k/, /g/) will be carried, then changing
their place features so that to match them with the
following phonological rules listed in figure (1).
Moreover, the network will be trained on phonetic
transcription of the artificially introduced assimi-
lated words, as most of transcriptions of speech do
not show phonetic representations of phonologi-
cally (assimilated ) words. For this purpose, we
will employ the LUND corpus of Stvartvik and
Quirk (1980). We will convert the orthographic
forms into phonetic forms employing a transla-
tion program (phonetizer program), and if any er-
rors occur, they will be manually corrected. The
network will be trained on 50 sweeps among the
whole corpus, with the identity of the assimilated
segments altering between the sweeps, employing
TLearn program software.

4 Research Design

In the aim of examining the variant speech per-
ception in terms of the phonological related-
experience aspect, the process through which the
perceptual system applies phonological rules to a
range of underlying speech forms so that to rec-
ognize the surface forms, this research will assign
an identification-based test to the network. Our
predictions on the network performance pertain to
the thought that it would make use of the recur-
rent links to apply the set of phonological rules
regulating place assimilation to the data. For in-
stance, the network is expected to shape the rule
that for an underlying coronal (/t/) to be surfaced

as (/p/), it must be followed by a segment with
a bilabial non-coronal feature (/p /, /b/ or /m/).
To test the network perceptual performance, we
will use a set of two-word stimuli for 15 tokens
and other 15 sentence-fillers to the trained net-
work segment by segment, whereby the first word
and second word final segments are deleted, how-
ever, the following words initial segments alter be-
tween triggering regressive assimilation of place
to take place or blocking the process. For instance,
the two-word stimuli /kwaipein / and /kwaisein/
derived from the word quite pain have their fi-
nal coronal /t/ deleted ,however the /p /segment
in the following word triggers the assimilation of
the deleted segment as it provides a phonologi-
cal context viable for the process to take place,
while the second context, where /s/ is the initial
consonant in the following word /sein/ blocks the
assimilation of the deleted segment regarding the
phonological context unviability for the process
to occur. Each time, when the two-word stim-
uli for the 15 tokens are presented, they will be
synchronized with the prime display (the tokens
underlying forms). The network performance on
the final segment in the first and second word will
be measured at two points: one when the final
deleted segment is recovered, whereby the output
of the current segment window is recorded and
examined, the other one will be measured when
the following segments, presented along with the
prime and the activations of the previous segment
window were recorded so that to enable exami-
nation of the network identification of the final
segment in the first word. Moreover, in the aim
of testing the phonological context effect on the
network perceptual performance, we will assign a
discrimination-based test to the network with the
use of other 15 carrier pair of words. However,
this time the tokens will be presented with three
modification types of the following phonologi-
cal contexts: segments presented in their assimi-
lated forms and, therefore, inserted in a minimally
unviable phonological context (/kwaipein/), seg-
ments presented in maximally unviable phonolog-
ical conditions, whereby the final segment in the
first word is unassimilated and the initial segment
in the following word generates non-lexical input
(/kwaitkein/), and segments inserted in a viable
phonological context for assimilation whereby the
final segment is presented as unchanged and the
initial segment in the neighboring word triggers
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the assimilation process (/kwaitpein/). Each type
of these three variations will be presented twice
to the network, followed by a mean coronal score
across segments featured with velar or labial resul-
tant place, to be used later in the analysis.

5 Conclusion

Given that assimilated-speech variants (speech
sound-streams ending in the coronal/ t /, /d /, /n/
are neutralize respectively into /p/, b/,/m/,/k/ /g/
/I, when followed by one of the non-coronals /p/,
/bl, lm/ , /k/, /g/), this invokes a propagated ac-
tivation throughout the interconnected input, out-
put and hidden units of the system. In parallel
with this, and in light of the SNR structure, which
explores a back propagation-algorithm, the sys-
tem tends to infer, through a gradual training on
mapping from the surface (output) to the underly-
ing (input) unit, the phonological rules underlying
the assimilation process. Gaskell (Mg and Wd.,
1996b) maintained, this simple architecture allows
the network to learn generalizations based on the
statistics of the speech stream, using these gen-
eralizations to improve the networks performance
in the prediction of upcoming phoneme (p.415).
However, the current research tends to improve the
networks performance by resorting to a different
mapping; training the network to map from input
to output units, henceforth, optimizing the system
to shape and accommodate the range of phonolog-
ical variations to the process of the lexical access
regularities.
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Abstract

This paper proposes a supervised NER
model based on gazetteer for NSURL-2019
Task 7: Named Entity Recognition (NER)
in Farsi. Supervised methods generate
acceptable results in many Natural
Language Processing tasks such as Named
Entity Recognition (NER). Since these
methods are domain-based, so their quality
is related to the volume and the domain of
training data. External knowledge can help
the supervised methods to compensate this
deficiency. In this paper, we use an
unlabeled corpus as external knowledge to
extract a named entity gazetteer for
improving the performance of NER
systems. We apply a supervised NER
model on the unlabeled corpus to extract
named entities with high probability.
Finally we train a new NER model by using
the gazetteer as a new feature to be
employed with other features. The results
show that the performance of NER model
exploiting the gazetteer outperforms the
ordinary models.

1 Introduction

This paper proposes a NER model for (Taghizadeh
etal., 2019). NER systems extract important names
from text such as person, location and
organization. Some NER systems may cover other
tags such as time, date, money etc. due to the type
of the information that we expect to extract from
the text.

Many of the previous works use supervised
methods for constructing high performance NER
models. They generate good results but only on
their specific domain, but if the domain changes,
they won’t work efficiently. For compensation,
some of the researches used external knowledge

such as entity dictionaries or gazetteers. Gazetteers
contain named entities that researchers add them as
an external knowledge for improving the
performance of NER model. However, generating
and maintaining high-quality gazetteers is very
time consuming.  There are some methods that
have been proposed for solving this problem by
automatically extracting gazetteers from external
knowledge for example Torisawa (2007). In a
research investigated by Torisawa, (2007), they
have extracted NEs from Wikipedia by automatic
methods. Although extracted information of
Wikipedia as a gazetteer is useful for training NER
models, they don’t cover all of the new entities
because of rapid changes in the information
content. Moreover, they cannot extract all of the
tags and only focus on a limited set of tags such as
person, location and organization names. However,
many of the applications need more tags.

In this paper, we propose an automatic method
for generating a named entity gazetteer from a big
unlabeled corpus. At first, we use a supervised
NER model to decode unlabeled corpus. At the
second step, we extract a high-confidence named
entity list from the unlabeled corpus as an entity
gazetteer. Finally we add the gazetteer as a new
feature to the model and retrain our NER model to
generate a new one.

For generating the corpus for both the NER
model and the gazetteer, we use the news data from
Persian news agencies. This approach is beneficial
and improves the performance of NER model
because it adds the newest information from
recently released news to our model. Moreover, the
gazetteer is designed in such a way to be in similar
domain with the NER corpus. So, it gives a better
performance in comparison to Wikipedia resource
because it contains most recent information from
the news text.
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The experiments in this paper are conducted in
Persian and the data set is a large NER corpus,
coming from the NSURL shared task. We show our
results in phrase level and word level for a 3 classes
and a 7 classes NER system. We also show the
achieved results for all of the tags. Our results show
an acceptable accuracy in F-score and a good result
in precision. Also we got a good accuracy in new
tags such as ‘“Time’, ‘Date’, ‘Money’ and ‘Percent’.

The paper is organized as follow: in the second
section, an overview of the pervious works in
exploiting gazetteers to enhance the performance
of NER models will be presented. Section 3 comes
with our proposed method. In section 4, the
experimental setup is explained including the data
set and evaluation measures. In section 5, our
experiments and results are thoroughly described.
Conclusion and future works are described in the
last section.

2 Related Work

There are different approaches for generating NER
models. Some of them use external knowledge as
a feature to improve their model. For example,
Torisawa (2007) retrieves the corresponding
Wikipedia entry for each candidate word sequence
and improves the NER system by the candidates.
(Nothman et al., 2008) transforms the Wikipedia
link into Named Entity Recognition by classifying
the target Wikipedia pages into common entity
types. Cucerzan (2007) have employed Wikipedia
in order to support a Named Entity Recognition
and disambiguate extracted named entities. (Bohn
and Norvag, 2010) have applied Wikipedia
contents to automatically generate an entity
dictionary to connect the same named entity to the
same tag. In a research investigated by (Nadeau et
al., 2006) they proposed an unsupervised named
entity Recognition by automatically extracting
gazetteers from a large amounts of text. (Toral and
Monachini, 2008) improved the performance of a
named entity recognition by using external
knowledge. (Etzioni et al., 2005) focused on
automatic extraction from the Web for improving a
Named Entity Recognition system. It should be
noted that some researches have shown that larger
NE lists do not necessarily correspond to increased
NER performance (Mikheev et al., 1999).

3 Proposed Method

Our method includes five steps as follow:

e Preprocessing of the text.
e Training a CRF-based NER model.

e Crawling a large amount of news from
Persian news agencies for generating an
unlabeled corpus.

e Applying NER model on the unlabeled
corpus and extracting high-confidence
named entities as a gazetteer.

e Adding the gazetteer to CRF-based model
and training the new model.

e In the following subsections we will
describe the above mentioned steps in detail.

3.1 Preprocess

At the first step, we preprocess the NSURL corpus.
We use Parsivar tools for text preprocessing
(Mohtaj et al., 2018). There are some problems in
the corpus; for example the whole of some
sentences in the corpus were tagged as a single
named entity. We remove the sentences because it
increases the runtime and has negative effect on the
results. Furthermore, we apply a normalizer on the
corpus to unify the character codes.

3.2 Training the NER Model

We use CRF algorithm for training the model.
Because of the supervised algorithm we used, it
gives a high performance model. The tool that has
been employed is CRF-based Stanford Named
Entity Tagger. It presents good facilities for define
NER features.

We checked different features for NER model
and identified a series of n-gram features such as
the assigned class of the word, the word itself and
the previous and next words as best features for
training the model. Table 1 shows the feature set
used for our proposed model.

Description Feature
Current Word W3

Left Word W2
Right Word W4
Left Tag T2

Two Left Words WIwW2
Two Left Tags TIT2

Table 1: Feature Set.
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3.3 Generate Unlabeled Data

As mentioned before, since the domain of NSURL
corpus is from Persian news, so we use the text
from Persian news for making unlabeled corpus.
We crawl some popular news agencies and extract
news from different categories. We focus on the
domain of training corpus; for example if the
training corpus contains only the text in sport
domain, we crawl only sports news. Then, we
apply a preprocessing tool on unlabeled Corpus
and tokenize and normalize the sentences and
remove very short and very long sentences.

3.4 Generate Named Entity Gazetteer

For generating named entity gazetteer, we decode
unlabeled corpus with our NER model and extract
words with high probability. For extracting these
entities, we also consider sentence confidence
using following the equation (Zafarian et al.,
2015).

Y woraei word confidence

sentence confidence =
f max(10, sentenc length)

If the word confidence and sentence confidence are
both reliable, we extract entities from that
sentence.

3.5 Retrain NER Model

Finally, we add the named entity gazetteer as a new
feature to our proposed NER model and re-train the
model with this new feature.

4 Experimental Setup

4.1 Dataset

We used NSURL corpus as training data. It is a
Persian NER corpus with more than 900 thousand
words that is manually labeled for NER tasks. This
corpus was published by NSURL-2019 Workshop
for Farsi (Persian) NER Task.

4.2 Evaluation Measure

For Evaluation of NER systems, most of the
researches use precision, recall, and F-score as
performance measures. Precision is the number of
NEs a system correctly detected divided by the
total number of NEs identified by the system.
Recall is the number of NEs a system correctly
detected divided by the total number of NEs
contained in the input text. F-Score combines these

two into a single score and is defined with the
following equation (Tsai et al., 20006).

2 * precision * recall
F — score =

precision + recall

5 Experiments and Result

We participated in NER resolution Shared Task for
Farsi under the NSURL-2019 Workshop as Team-
4. Our results in the workshop are shown in Tables
2 to 6. As we mentioned in section 4, the NSURL
corpus is prepared as a training NER corpus but we
used only 57 percent of corpus because of the
limitations in hardware and computation platform.
We expect that the performance of our system be
improved if all of the dataset is used for the training
phase of the system. To reduce the computational

Corpus Sentence Word Tag
NSURL 23,321 912,032 100,118
Sh NSURL | 10,388 502,989 85,265

Table 2: The characteristics of Corpus.

complexity, we removed long sentences with less
than two tags. Table 7 shows the characteristics of
NSURL and our shortened training corpus.

The results of phrase level and word level NER
model for 3 classes (Person, Location and
Organization) are shown Table 3 and 4. Moreover,
the results in phrase level and word level NER
model for 7 classes (Person, Location,
Organization, Time, Date, Currency and Percent)
are shown in Table 5 and 6.

Although we used only 57 percent of training
data, we got acceptable results in NSRUL
workshop. In Tables 3 to 5, our results show a
lower recall compared to some groups, but we got
a better result in precision measure. Table 6 shows
the details of phrase level evaluation for 7 classes.
As we expected, we got a better result in new tags
such as ‘time’, ‘date, ‘money’ and ‘percent’.

Test Data 1 P R F1

In Domain 87.5 76.0 81.3
Out Domain 87.5 76.0 81.3
Total 86.8 72.3 78.9

Table 3: Phrase -level evaluation for subtask
A: 3-classes
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Test Data 1 P R F1

In Domain 90.1 78.2 83.7
Out Domain 88.7 70.2 78.4
Total 89.4 735 80.7

Table 4: Word -level evaluation for subtask A:
3-classes

Test Data 1 P R F1

In Domain 87.0 76.1 81.2
Out Domain 86.2 70.2 77.4
Total 86.5 72.7 79.0

Table5: Phrase -level evaluation for subtask A:
7-classes

Test Data 1 P R F1

In Domain 89.2 83.1 86.1
Out Domain 89.8 76.5 82.6
Total 89.7 79.4 84.2

Table 6: Word-level evaluation for subtask A:

7-classes
Test Data 1 F1

Per 76.2
ORG 75.9
LOC 82.8
DAT 76.0
TIM 67.1
MON 91.3
PCT 93.6
Total F1 79.0

Table 7: Details of phrase-level evaluation for
subtask B: 7-classes

6 Conclusion

Supervised methods are domain based so that they
generate good results but only on their specific
domain. External knowledge can help supervised
methods especially if they have common
information with test data. In this paper, we
extracted useful information from a large unlabeled
corpus that it is in the same domain with the test
data, both of them are from Persian news, so we
added the gazetteer as a new feature to our

supervised model. Our results show that this new
feature is effective in our named entity recognition
model and outperforms the ordinary model.
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Abstract

This paper describes our method for the task
of Semantic Question Similarity in Arabic in
the workshop on NLP Solutions for Under Re-
sourced Languages (NSURL). The aim is to
build a model that is able to detect similar se-
mantic questions in Arabic language for the
provided dataset. Different methods of de-
termining questions similarity are explored in
this work. The proposed models achieved high
Fl1-scores, which range from (88% to 96%).
Our official best result is produced from the
ensemble model of using pre-trained multilin-
gual BERT model with different random seeds
with 95.924% F1-Score, which ranks the first
among nine participants teams.

1 Introduction

Semantic matching or semantic similarity is a sig-
nificant part of natural language processing (NLP)
field for its variety of tasks. It used to measure the
similarity and the relationship between different
textual elements, such as words, sentences, or doc-
uments. Semantic matching has been involved in
many NLP applications; including question answer-
ing, where it is used to assess question answering
and retrieval tasks by employing it to estimate the
similarity of query answer among all candidate
answers (Wang et al., 2016). In addition, it has
played a significant role in top-k re-ranking in ma-
chine translation (Brown et al., 1993), information
extraction (Grishman, 1997) and automatic text
summarization (Ponzanelli et al., 2015).

Natural language has complicated structures ei-
ther from sequential or hierarchical perspectives,
capturing the relationship between two questions
is becoming a challenging task. For example, ques-
tions that have the same meaning while their words
have a different order. An effective semantic match-

* These authors contributed equally to the work

ing algorithm, therefore, needs to consider an ap-
propriate semantic representation to capture the
similarity without being affected with words order.

This paper focuses on detecting semantic ques-
tion similarity, which is a common challenge in
Question-and-answer (Q&A) websites, such as
Quora and Stack Overflow. This work targets Ara-
bic questions dataset published by Mawdoo3 AI'.
Most of these questions are related to information
provided by Mawdoo3.com which is the largest
comprehensive Arabic content website. For these
websites, the benefit of detecting duplicate ques-
tions is to improve the efficiency of search engines
by being aware of the different paraphrases of the
same question.

The rest of paper is organized as follows. Sec-
tion 2 presents related works. While Section 3
presents some details about the dataset. Section 4,
presents the proposed models for solving the se-
mantic similarity in Arabic language task. Results
for all proposed models and the final results are pre-
sented in Section 5. Finally, the paper conclusion
is presented in Section 6.

2 Related Work

Semantic matching has been a long-established
problem in NLP. Many approaches were proposed
to solve this problem. The conventional approaches
were mainly based on representing text as a vec-
tor of word features. The bag-of-words (BoW)
method (Wu et al., 2008) employed the word occur-
rence and Term Frequency-Inverse Document Fre-
quency (TF-IDF) (Paltoglou and Thelwall, 2010) as
the word feature. However, these types of models
disregard word meaning, orders, and even gram-
mar. In contrast, word embedding models such as
word2vec (Mikolov et al., 2013) and Glove (Pen-
nington et al., 2014) have been widely used instead

! https://ai.mawdoo3.com/nsurl-2019-task8
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of BoW as they can learn distributional seman-
tic representation for words. So based on word
embeddings, the Word Movers Distance (WMD)
(Kusner et al., 2015) was proposed to measure the
dissimilarity between two texts assuming that sim-
ilar words should have similar vectors. Although
WMD can estimate semantic similarity between
texts, the order, and interactions between words are
excluded.

Recently many deep learning models have been
proposed for text matching. A common frame-
work has been adopted is the Siamese architecture
(Mueller and Thyagarajan, 2016; Pang et al., 2016;
Severyn and Moschitti, 2015; Wang et al., 2017)
where the encoder, which can be either Convolu-
tional Neural Network (CNN) or Recurrent Neural
Network (RNN), is applied individually on the two
input texts, so both texts are encoded into intermedi-
ate contextual representations. Then, the matching
result is generated by performing a scoring mech-
anism over contextual representations. Although
this framework supports parameter sharing in its
network, it purely learns complicated relationships
among texts.

Another framework is based on matching aggre-
gation (Wang and Jiang, 2017) which first matches
the small units (such as words) of two texts to pro-
duce comparison vectors, then these vectors are
aggregated and fed into a CNN or RNN for the
final classification. This framework improves cap-
turing the interactive features between two texts,
but still it limits exploring the matching in only
word-word manner.

As the main focus of this paper is to detect se-
mantically equivalent questions, the following is
the review of related approaches that were adopted
to detect duplicate questions on Quora dataset. As
Quora recently published a dataset of 400K labeled
questions, massive researches have been proposed
on this dataset for question paraphrase identifi-
cation challenge (qou). One Relevant approach
that was proposed for this challenge is the Bilat-
eral Multi-Perspective Matching model (BIMPM)
model (Wang et al., 2017) which encodes two ques-
tions with a Bidirectional Long Short-Term Mem-
ory Network (BiLSTM). Then, a multi-perspective
matching in the two directions is applied to both
questions, and for each time step, questions are
matched using different types of extensive match-
ing. On Quora dataset, the result of this model
reached 88.17%. In (Mirakyan et al., 2018), a novel

architecture can obtain a high-level understand-
ing of the question pairs through extracting the
semantic features using dense interaction tensors
(attention) network which called Densely Interac-
tive Inference Network (DIIN). DIIN outperforms
BiLSTM on Quora to achieve accuracy of 89.06%.
Moreover, Multi-Task Deep Neural Network (MT-
DNN) (Liu et al., 2019) achieved competitive per-
formance on several tasks including question para-
phrase on Quora with an accuracy of 89.6%. Specif-
ically, MT-DNN Combined multi-task learning and
pre-trained bidirectional transformer model for lan-
guage representation learning.

3 Dataset Description

The dataset used in this task is provided by Maw-
doo3 (Seelawi et al., 2019). It is a dataset for
questions in Arabic language, it consists of 11,997
labeled question pairs as training data, and 3,715
question pairs as testing data. Label ‘1’ means
the question pairs are similar in semantic where
label ‘0’ means the opposite. 55% of the training
question pairs are with label ‘0’, and 45% are with
label ‘1°. The max length of question 1 is 14 words
with an average of 5.7 words per question, while
the max length of question 2 is 28 words with an
average of 5.3 words per question. Table 1 shows
samples from the training dataset.

questionl
€ ol slizel dsomal! §)lall 2 Lo
€ &) elanyl Jilug (2 o
§ LugSll ghmes inad Ay e
il o s Ayl o
€ Aeylly (gl oo A5l ol e
Slgysl 56 ads o

question2
S Jlsy il &S
§ dpad! JLai Jiluogs g3 ke
SlagSll pions s Bob 0
Sl il paas ik oo
§ &y gl i gale
Soadl aBsa gale

is_duplicate

olo|o|r |- |a

Table 1: Question samples from Mawdoo3 dataset

The only processing step that was applied to the
dataset is to unify countries names, some examples
are shown in Table 2.

S| el A Yy sl
L)y Ao gll &2 et
byl |y et

Table 2: Unify countries names example

4 Methodology

In this work, four different deep learning ap-
proaches are presented to solve the semantic sim-
ilarity task, which are RNN based model, CNN
based model, multi-head attention based model,
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and finally BERT model. In this section, each
model is discussed.

4.1 Convolutional Neural Network Model

In NLP field, CNN has shown the ability to extract
most informative n-gram features from the input
sequence, and then apply the activation on these
features (Kim, 2014). Although CNN is known for
the applications in the image processing field, it is
used here for text classification application.

The proposed model architecture is shown in
Figure 1. Firstly, the words are mapped in the dic-
tionary to get a representation for each word. Then
each question is fed to three consecutive layers. In
each layer, the convolutional layer is applied, fol-
lowed by activation and then max pooling. Hence,
each question’s output is a feature representation
which is used to get the similarity label by comput-
ing the cosine similarity between the two questions

features.
Layer2 }»
CNN + Max >
Pooling

Layer 1
CNN +Max  (—
Pooling
Layer 1 Layer 2 Layer 3
| CNN +Max CNN + Max > CNN'+Max
Pooling Pooling Pooling

Layer3
Question 2 — CNN + Max { I
|

Pooling

Label

Figure 1: CNN model architecture used for detecting
semantic questions similarity

4.2 Recurrent Neural Network Model

The significant advantage of RNNs is the compu-
tation of the same task over each element of the
sequence, so the output for each block depends on
the previous computations. Hence, RNN has been
increasingly prevalent in NLP field specifically for
RNN types that have a memory to remember the
information through the sequence.

In this model, the input is a sequence of question-
pairs that are concatenated to represent a single
sequence. Then, the sequence is encoded by the
dictionary to be fed into a bi-directional Gated Re-
current Units (GRUs) network with 128 hidden
units to generate the similarity label as output.

4.3 Multi-head Attention Network Model

Multi-head attention model (Vaswani et al., 2017)
allows to learn on various locations of the encoded

words. Our network consists of a stacked encoder-
decoder structure with eight heads.

For each question-pairs of sequence length n,
at each layer [, the encoder maps a sequence of
words (); = wll, .y wﬁl into hidden representation
h! = hL, .., hl. After computing the attention on
all positions jointly, the transformer stacks all hid-
den representation A/ at the current layer [ together
into matrix H'. Given h, the decoder then gener-
ates output sequence y' = yll, o yﬁL, and after that
apply softmax to estimate the output label. The
transformer also contains two sub-layers, a multi-
head attention layer, and a position-encoding layer.

The position-encoding layer benefits the network
to keep track of relative positions for each word in
the sequence since the context and the meaning of
a sequence depend on the order of its words.

In the multi-head attention layer, instead of com-
puting single attention on the overall sequence, it
jointly gets attention from different representations
at different positions. As a result, each head looks
differently on encoder output, and the decoder eas-
ily learns to retrieve valuable information from the
encoder.

4.4 BERT Model

Recently, pre-training language models have shown
a significant role to improve many NLP tasks in-
cluding question-pairs paraphrasing (Dolan and
Brockett, 2005). There are two approaches to ap-
ply these pre-trained language representations on
NLP tasks; either feature-based or fine-tuning. For
the feature-based approach (Peters et al., 2018),
researchers use the output of pre-trained model
as additional features in their models, based on
the task they target. On the other hand, the fine-
tuning approach (Radford et al., 2018) permits the
model to be trained on another task by learning
task-specific parameters. The two strategies were
mentioned previously have limitations to learning
general language representations since they adopt
the left-to-right unidirectional architectures. On the
other hand, Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al., 2018),
has strongly outperformed previous cutting-edge
unidirectional models.

BERT model relies on the multi-head self-
attention mechanism, which enables it to achieve
the state-of-the-art accuracy on a wide range of
tasks such as, natural language inference, ques-
tion answering, and sentence classification. The
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architecture of BERT model is built upon the trans-
former layer, which is called the self-attention layer.
For each layer, the representations of words are ex-
changed from previous layers regardless of their
positions, in contrast to traditional unidirectional
models. For each input word, the model learns
bidirectional encoder representations by using the
masked language model, which randomly masks
some of the words from the input to predict the
masked word contextually.

As BERT offers pre-trained models for English
language and multilingual model for 104 languages
(ber) including the Arabic language, we applied the
sentence pairs classification task on Arabic ques-
tions through fine-tuning the multilingual model as
illustrated in Figure 2.

Class Label

c PR Ty Tiser) W
BERT
E[:Isl E, Ey E[szv] E’
1B G 1r LI
[cLs] Tok, ™ | Toky [SEP] Tok, Toky,

Ques]ion 2

Figure 2: BERT model used for question pair similarity
classification task

Question 1

S [Experiments and Results

For each of the four models explained in the
methodology section, different hyper-parameters
are used, such as learning rate, number of hidden
nodes, and number of epochs. Table 3 shows the
main parameters values that give the best results
for each model.

The evaluation metric that was used for this task
is F1-Score that measures the precision p and recall
r together as illustrated in the equations [1]-[3]:

F1=2pr/(p+r) (1)
p=tp/(tp+ fp) (2)
r=tp/(tp+ fn) 3)

where:
* tp: true positive examples

* fp: false positive examples

Model Main parameters

hidden size = 128

cell type = GRU
bidirectional = true

number of train epochs = 10
train batch size = 512
learning rate = 0.001

RNN Model

number of filters = 50 , 50, 50
filter sizes =2, 3, 4

number of blocks = 2

number of train epochs = 10
train batch size = 512
learning rate = 0.001

CNN Model

number of heads = 8

use residual = false

layer normalization = false
number of train epochs = 10
train batch size = 512
learning rate = 0.001

Multi-Head Attention Model

max seq length = 50
train batch size = 8
learning rate = 2e-5

BERT Model

number of train epochs=50

Table 3: Main parameters for each proposed model

* fn: false negative examples

Test data evaluation is automatically done online
on Kaggle website by submitting the test predic-
tions file. The evaluation system is as the follow-
ing:

 Public score: calculated with approximately
30% of the data

* Private score: calculated with approximately
70% of the data

During the competition, the public score for each
submitted file was shown directly. Then after the
competition ended, the submitted file with the high-
est public score was chosen to calculate its private
score and compete other teams based on it.

Table 4 shows the highest F1-Score for each
of the four models for the public score and the
private score of the test data. As illustrated, BERT
model with pre-trained multilingual outperforms
the remaining models with F1-score of 96.050% on
the public score, and 95.617% on the private score.

Note that the previous results are based on the
best public score for every single model of the four
models. Since BERT model gives the best results,
we conducted other experiments with different ran-
dom seeds in order to ensemble BERT model. Hard
voting is used as ensemble method in which the pre-
dictions for each BERT experiments are involved
in voting to get the final prediction.
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Model Public Score (%) | Private Score (%)
RNN Model 88.061 88.312
CNN Model 88.330 88.773
Multi-Head Attention Model 86.804 87.889
BERT Model 96.050 95.617
Table 4: Results of 30% of the test data
Model Public Score (%) | Private Score (%)
Ensemble of best 3 seeds | 95.960 96.155
Ensemble of best 4 seeds | 96.499 95.924
Ensemble of best 5 seeds | 95.691 96.232
Ensemble of best 6 seeds | 95.332 96.001

Table 5: BERT Ensemble Results

Table 5 shows the results of the ensemble models
of BERT with different number of experiments
each with different random seed.

In the ensemble of four and six seeds when the
number of votes is equal, high priority was given
to the experiments with the best public score.

The result of the ensemble of four seeds has the
best public score, so it was chosen for the final
evaluation and got the first place. Although other
seeds results had lower public scores, they had
higher private scores than the official private score.
So actually, our best result is 96.232% while the
official best result is 95.924%.

6 Conclusion

This paper describes our participation in NSURL
Task 8; Semantic Question Similarity in Arabic.
Different models were proposed for the task; RNN
model, CNN model, Multi-head model, BERT
model, and ensemble model of BERT. The ensem-
ble model clearly outperforms all other models in
this task by achieving 95.924% F1-Score. This per-
formance ranks first place among nine participating
teams.
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Abstract

Igbo is a resource-scarce Nigerian African
language of Bantu language phylum,
lacking elctronic linguistic resources in
sufficient quantity and quality for the
development of human  language
technologies. Developing Natural
Language Processing (NLP) pipeline tools
for such a language could be challenging,
due to the need to balance the linguistics
semantics robustness of the tool with
computational parsimony. A Part-of-
Speech (POS) tagger is a challenging NLP
tool to develop for the language because of
its  morphological  richness  poses
computational linguistics challenge that
could affect the effectiveness of the entire
NLP system. In this paper, the experience
in developing a POS tagger for the
language using the Hidden Markov Model
(HMM is presented. It is an on-going
project, developed using a small corpus.
The results give an approximate accuracy
score of 73%, which needs to be improved
upon.

1 Introduction

A Part-Of-Speech (POS) tagger is a NLP
pipeline tool that inputs text from a source
language and assigns a part of speech tag to each
word in the text, classifying each as noun, verb,
adjective, and so on, or a refinement. POS
tagging, sometimes referred to Word Category
Disambiguation (WCD) involves giving a word in
a text, a unique tag based on the word context and
grammatical function. Adjacent and related word
to the word of interest plays a huge role in
disambiguating the word category, enabling
automatic text processing in a language.

POS tags can also be employed for grammatical
or lexical pattern searches. In any POS tagging
assignment, the aim is to identify the
morphosyntactic class of each occurring word
based on lexical and contexrual information.
Hence, it is possible that in different contexts, a
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given word may identify with two or more
morphosyntactic classes. This scenario informs
the importance of engaging human linguistic
experts of languages in the inundating task of
manually tagging study corpora; an unpopular
venture, given the large amounts of data and time
needed for such tasks.

For languages where homonyms, especially
homographs are prevalent, it becomes pertinent to
employ a POS tagger to distinguish between such
word occurrences. For example, the word face in
English could be either a noun or a verb
depending on its usage in a sentence. Homonyms
also occur in Igbo and are most prevalent
especially when diacritics are missing in the text.
For example, consider the following homographs
in Igbo - akwa (cry) [H-H], akwa (bed) [L-L],
akwa (egg) [L-H], and akwa (cloth) [H-L] all have
different meaning in Igbo. The diacritics introduce
a measure of distinction and without the diacritics,
deciphering the meaning of such words would
rely heavily on the context in which they are used,
or a POS tagger in the language can be used to
disambiguate the words. For homophones,
ambiguities must be resolved in order to
understand the intended meaning of such words.
Otherwise, the ambiguities become misleading
especially if a Text-to-Speech (TTS) synthesizer is
involved. In reality, most Igbo texts are published
without the necessary diacritics due to the
unavailability of input tools for such symbols.

Due to the increase in amount of computer
readable texts, POS taggers have become very
useful and indispensable in computational studies
of natural languages. Without automatic text
processing like POS tagging, it would require
thousands of human hours to manually tag texts,
especially when a relatively large corpus is
involved. Furthermore, manually tagged corpus is
not scalable.

Basically, a POS tagger learns from a training
set of data that has been manually annotated so
that it can automatically tag unseen words
appropriately. The tagger also learns the context
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in which words are used in order to assign
appropriate task. In learning word context,
adjacent and related words play a crucial role.
POS taggers are as accurate as the training data
from which they learn.

Part of speech taggers for each language can
be mutually unrelated tools and each one can use
different tools, techniques, and computational
models, as may be dictated by the nuances of the
lexical semantic system of each language. Apart
from those, there are also multilingual tools
which can be trained to process more than one
language. The core software stays the same, but a
different annotation is used for each language.

2 Related works
2.1 Background to Igbo Language

The Igbo language is one of the Nigerian
languages, spoken by the Igbo in South-east
Nigeria. The population of Igbo speakers has been
put at varying figures by different studies.
National Population Commission (2006) estimates
an approximate fifteen million Igbo people from
the 2006 census; Igbo Open Source project quoted

twenty-five million Igbos
(http://igbo.sourceforge.net), while  Central
Intelligence Agency (CIA), U.S.A. (2008)

reported a population between twenty-four and
twenty-five million Igbos. One to two million
other Nigerians speak Igbo as a second language
in addition to another three to five million people
in Diaspora (Linux, 2010).

Approximately thirty dialects of Igbo exists
(UCLA, 2009), some of which are spoken in Abia,
Anambra, Enugu, Ebonyi and Imo States, all in
the eastern part of Nigeria. Some of these dialects
include: Umuahia, Onitcha, Orlu, Ngwa, Afikpo,
Nsa, Oguta, Aniocha, Eche, Egbema, Oka (Awka),
Bonny-Opobo, Mbaise, Nsuka, Ohuyhy and
Unwana dialects (UCLA, 2009).

Igbo language is a member of the West Benue-
Congo languages. Blench and Dendo (2003)
formerly classified under the Niger-Congo Kwa
language family; a language family that is
characterized by high and low tones in which
different meanings are applied to the same set of
phones (Gale Group, 1999). The language exhibits
a rich agglutinative morphology (UCLA, 2009
and Osuagwu, Nwaozuzu, Dike, Nwaogu, and
Okoro, 1997). Igbo features a wide variety of

highly productive concatenative and non-
concatenative morphological processes. Cascaded
affixation is a common occurrence in Igbo
morphology owing to the agglutinative nature of
the language and it is also highly productive in the
language.

2.2 lgho Computational Studies

Due to the increase in the digital textual
document and the subtle pressure from the
information society to develop human language
technologies for computational language studies,
Natural Language Processing (NLP) has become
indispensable for automatic language processing.
The basic resources needed for automatic
language processing is computer readable text in a
source language. Most resource scarce languages
lack this basic requirement and as a result,
computational studies of such languages are either
slowed down or impeded. Igbo language is among
the worlds’ less studied languages or resource
scarce language because vast electronic linguistic
data in the language do not exist.

However, modest efforts have been made in recent
times to subject Igbo to computational analysis.
Such efforts, as Igbo morphological analyzers
(Ayogu, Ignatius, Adetunmbi, Adebayo, Kamelu
and NKkiru, 2013), (lheanetu, and Adeyeye,
2013) and (lheanetu, 2015), POS tagger
(Onyenwe, Onyedinma, Aniegwu and Ezeani,
2019), have recorded some level of successes.
Notwithstanding, the language still begs for more
efforts towards computational studies in the
language.

Iheanetu,  (2015) developed an  Igbo
morphological analyzer using a relatively small
corpus and a frequent pattern-based technique.
The resulting segmented words had word label
segmentsinstaed of the conventional syntactic
tags. Onyenwe, Hepple, Chinedu and Ezeani
(2018) and Onyenwe, Onyedinma, Aniegwu and
Ezeani (2019) developed a POS tagger for the
language using a modified version of the EAGLE
tagset to realize 59 distinct tags. However, they
propose the employment of an automatic
morphological segmentation in order to realise a
more fine-grained tagset for Igbo.

Other recent studies like (Ayogu, Adetunmbi and
Ojokoh, 2018) tried to deploy a machine
translator for English- Igbo, English-Yoruba and
Igbo-Yoruba. On the average, the study was able
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to achieve meaningful translation between the
languages as depicted by the individual BLEU
scores. However, the machine ranslator may need
to be improved in order to achive higher BLEU
scores with a lower limit of 50.0.

Some generic Open source POS taggers already
exist, which boast of their scalability to any
language by just re-training the tagger in the
source language. These include, the Stanford Log-
Linear POS tagger is one of such tools. It was
originally developed for French, English, German,
Chinese and Arabic languages
(https://nlp.stanford.edu/software/tagger.shtml).
They also include Python NLTK and Apache
OpenNLP. Both of these are machine learning
based toolkit for the processing of natural
language texts. Theyare most commonly used for
NLP tasks, such as tokenization, sentence
segmentation, part-of-speech tagging, named
entity recognition, chunking, parsing, and co
reference resolution. However, their effectiveness
in use for any language, is contingent on having
robust corpus annotations, that accurately capture
the nuances of the lexical semantic system of the
language. Here lies the challenge with under-
resourced language such as the Igbo language, the
paucity of such annotated corpora.

2.3 Ambiguity in igbo POS Tagging

The required parallel corpus for POS tagging is
not available for Igbo language, hence, the
decision to use a translation of the English Bible,
which was translated to Igbo using Google APL
The reulting text was not consistent with the
Onwu orthography which is the official
orthography for Igbo. In addition, the morphology
did not fully align with the official Igbo
morphology.

Igbo language has a rich agglutinative
morphology (UCLA, 2009), which sometimes is
expressed in cascades of affixation involving
mostly extentional suffixes/ enclitics. Cascaded
affixation is a very productive morphological
process in Igbo (Iheanetu, 2015). This informs the
need to employ morphological segmemntation in
achieving a tagset for the language given that
some compound words could be read as short
phrases. For example consider the Igbo word
abanyekwalarii meaning “has entered a long time

ago”. A morphological segmentation of the word
will reveal the morphemes that make up the word.
- abanyekwalarii—> a (Prefix) - banye (Verb) — kwa
(Extensional suffix) — la (Enclitic) — rii (Enclitic).
Prefixation, suffixation, interfixation,
compounding and (root word) modification are
the common broad morphological processes in
Igbo. As simple as these processes may appear,
some of them show a level of complexity, owing
to some peculiarities of Igbo language like the
concept of vowel harmony.

In addition, the high level of agglutination in the
language presents some peculiar challenges for
POS tagging. The English phrase, ‘must eat
completely” (three words in English) is
agglutinatively written richariri. where —ri is verb
root (eat), and —cha and —ri.-ri. are suffixes
indicating completion and compulsion
respectively.

In the absence of the necessary diacritics, it
becomes difficult to differentaite between
homonyms. Unfortunately, most Igbo texts are
written without these necssary diacritics which are
high ['], low ['] tones and downsteps [] accents for
the vowels and syllabic nassals. However in
written texts, only the low and midtones are
marked (Green and Igwe 1963) in order to
facilitate smooth reading and also to make the text
wieldy.

3 POS Tagset Design

The Penn Treebank tagset was used for the
purposes of this study. In total, the tagset had
thirty-six tagsets. However, it was observed that
some of the tags did not occur in Igbo (for
example, article does not exist in Igbo) while most
occuring tags in Igbo were missing. For example,
o could be used for a personal pronoun he/ she or
could mean iz, when it is functioning as an
impersonal pronoun. Igbo Particularisers (nke a
and nke ahu) were not captured in the tags.
Therefore, the original Penn Treebank tagset was
modified with the addition of the tag IP to capture
impersonal pronouns, with the intention of
incorporating many others in the future.
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3.1 POS Tagging Method

This section discusses the methods and tools
used for design and implemetation of the Igbo
tagset. However for the alignment, no software
was used due to corpus paucity.

3.2 Data Source

This study is on-going, and the results

presented here are part of the preliminary results
of investigations carried out. Large portions of the
text used for this study were sentences from an
English Bible [http://bibledatabase.com]. Each
verse of the bible in Genesis chapter 1 were
tokenized and the tokens were then translated to
Igbo using the Google APIL. Afterwards, the
generated Igbo tokens were then manually
annotated. In addition to texts from the Igbo Bible,
sentences were obtained from twenty newsgroups
(http://people.csail.mit.edu/jrennie/20Newsgroups
), to accommodate patterns that lace everyday
language use. The dataset realized from the
outlined sources was relatively small, producing a
total of nineteen (19) sentence tokens.
Out of this number, twenty percent (20%) was
used as test set (4 sentence tokens) while eighty
(80%) was used to train the tagger (15 sentence
tokens). The Penn Treebank (Marcus, Santori and
Marcinkiewciz, 1993). POS tagset was used for
the classification and this tagset includes numbers
and punctuations tags. However, we observed that
the Penn Treebank tagset did not capture all
morphosyntactic classes in Igbo, hence we
introduced a morphosyntactic class in the tagset
used for the classification. Many more will be
likely introduced before the completion of this
work. See Table 1.

3.3 The HMM-based Method

The probability-based Hidden Markov Model
(HMM); was used for predictive pattern modeling
of Igbo POS. HMM is structured to look for the
probability of a sequence given an observation:

P(S,0)
P(0)

The sequences; (S) represents the tags while the

observations (O) represents the sentence tokens.

P(S|0) =

TABLE I. MODIFIED PENN TREEBANK TAGSET
FOR IGBO

No. Tag Description

1 cC Coordinating conjunction

2 CD Coordinating conjunction

3 DT Determiner

4 EX Existential there

5 FW Foreign word

6 IN Preposition or subordinating
conjunction

7 JJ Adjective

8 JIR Adjective, comparative

9 JJS Adjective, superlative

10 | LS List item marker

11 | MD Modal

12 | NN Noun, singular or mass

13 | NNS Noun, plural

14 | NNP Proper noun, singular

15 | NNPS Proper noun, plural

16 | PDT Predeterminer

17 | POS Possessive ending

18 | PRP Personal pronoun

19 | PRPS Possessive pronoun

20 | RB Adverb

21 | RBR Adverb, comparative

22 | RBS Adverb, superlative

23 | RP Particle

24 | SYM Symbol

25 | TO to

26 | UH Interjection

27 | VB Verb, base form

28 | VBD Verb, past tense

29 | VBG Verb, gerund or present
participle

30 | VBN Verb, past participle

31 | VBP Verb, non-3rd person singular
present

32 | VvBz Verb, 3rd person singular
present

33 | WDT Wh-determiner

34 | WP Wh-pronoun

35 | WP$ Possessive wh-pronoun

36 | WRB Wh-adverb

37 |IP Impersonal pronoun

Therefore, the model looks for the best

sequences combinations that maximizes P(S|O):
To maximize the probability sequence:
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P(s1...5,10; ...0,)
= P(51|50)P(01|51)P(52|51)P(02|52)

For N observations and K states, there are KM
sequences, and the larger N is the more recursive
steps needed in the calculations. Therefore, the
use of dynamic programming (shortest path/ tree
search algorithms) to arrive at a solution was
employed. A Dynamic programming algorithm
commonly used with HMM is Viterbi, which
attempts to solve the recursive problem:

L
v1(512%) = max [v;_; (k). P(x|k).P(0,]x)]
k=1

The variable v; (x) represents the maximum
probability that the i-th state is x, given that O';
has been seen. At each step, a record of back
pointers showing which previous state led to the
maximum probability was taken

P(S,0)
Spest = arg max—p o

4 Evaluation

The training and test set sentence tokens was
randomly picked by shuffling the dataset using
python script. Accuracy measure was calculated
thus:
Accuracy = number of correct tags / number of
words
Test accuracy with 13 sentence tokens gave an
accuracy of 66.67% .
The error rate was calculated with the formula:

error rate = 1 — Acc

Therefore:

Error rate = 1 - 73.33%

Error_rate =1 -0.7333

Error_rate = 0.2667

A demo prototype was put up online
(https://igbopos.herokuapp.com/) for further test
of the algorithm on new sentence tokens and for
dataset gathering for constant upgrade of the
performance of the model.

The accuracy of the alignment process had a great
impact on the overall accuracy of the tagger. It
was observed that some words in the source
language (English) were captured by two or more

words in the target language (Igbo) and vice
versa. Also, the inconsistency with the official
Igbo orthography was a major downside of the
resulting translation. Some of the words used for
translation were either not necessary or was
inappropriate. However, the major challenge faced
in this study was to manually annotate/ tag the
translated Bible verses in order to realize a
sufficiently large amount of tags (parallel corpus)
to train the Igbo tagger with. Given the short time
available for this excercise, it was not possible to
realize the desired number of tokens, hence only
19 tokens were used for the alignment and
subsequently, to train the tagger. With more tokens
and fine-grained tags, it is very possible that the
accuracy of the tagger would greatly increase.

< ca9-

NLP - Q&A Sytem

% B

PoliQuan Researc h

gbopos.herckuapp.com/tagge
gja Language Reco... Co
t

ilgbo Tagging System

! Words Predicted Tags

Na PREP
y mbu NOUN
ka DET
Chineke NOUN
kere VERB
elu-igwe NOUN
na CONJ
uwa NOUN

Figure. 1 Screenshot of POS Tagger output

5 Conclusions, Limitations and Futrure
works

The study tried to develop an Igbo POS tagger
using 19 tokens generated from a corpus
consisting the first chapter of the Igbo Bible and a
translation of the same using Google APIL. The
resulting translation was not consistent with the
official Igbo orthography which is the Onwu
orthography and also, sometimes, the accepted
morphology of Igbo. The Penn Treebank tagset
used did not capture all word forms in Igbo and as
such, may need to be modified in order to
accommodate the morphological peculiarities of
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Igbo. For this study, only one new tag was
introduced, among the many that were missing.
Hence, more efforts needs to be geared towards
achieveing a suitable tagset for training an Igbo
POS. A possible direction may be to employ
morphological segmentation as suggested by
Onyenwe et al.,2018.

This is an on-going project and the preliminary
test results presented here demonstrate success in
the chosen tools for investigation. The researchers
hope that adequate amount of data will be
generated when the tagger is constantly tested
online. In addition, the criticisms will provide a
positive feedback for the improvement of the
tagger.
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Abstract

Natural Language Ontology (NLO)
provides a formal specification of
linguistic semantics knowledge implicit in
a natural language. Such a NLO could
facilitate a shared understanding of the
linguistic  semantics system of the
language that enhances accuracy of
language semantics modelling in Natural
Language Processing (NLP). This paper
presents the construction of a general
purpose ontology for Yoruba language,
one of the wunder-resourced African
languages.Taking as input popular Yoruba
terms obtained from online books, blogs,
social websites, and Yoruba dictionary, the
Ontology was constructed, and a prototype
implementation made, using the Protégé
ontology development tool. Ontology
validation and evaluation were done using
an automated reasoner.It is emnivisaged
that such Yoruba language ontology will
contribute to the development of digital
resources for the language, towards its
long-term preservation.

1 Introduction

Natural Language Ontology (NLO) provides a
formal specification of the most basic categories
and relations used in describing a natural
language, with the aim of uncovering the
ontological categories, notions, and semantic
structures that are implicit in the use of the

language. It facilitates a shared understanding of
the linguistics semantics system of a natural
language, and can serve as an input into language
modelling to minimize reality-model semantic
gap, in Natural Language Processing (NLP). It can
also facilitate both the knowledge sharing of
annotated linguistic data and the searching of
disparate language corpora (Benaissa, Bouchiha,
Zouaoui, & Doumi, 2015). Also, in specific terms,
an African language, such as Yoruba, is not only a
mirror into the mind of the people group, but also
a mirror into their culture and history. Just as they
carry their history in their genes, so do they carry
same in their language. Hence, the need for a
Yoruba NLO, such as proposed in this paper, is
aimed at leveraging the digital development of the
under-resourced language. This is towards
rendering the language, not only a wider visibility,
for its upliftment to academic and scientific status
through sound linguistic research.

Due to the increase in the digital textual
document, more works have been done and still
ongoing to capture the large volume of
information that comes from a variety of
languages in which only a handful possess the
Natural Language Processing (NLP) resources
required for developing modern language
technologies, researchers have in time made effort
to represent different languages such as English,
Arabic, French among others (Benaissa et al.,
2015; Onyenwe, Hepple, Chinedu, & Ezeani,
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2018) but most African languages are still very
much under-resourced, one out of the numerous
under-resourced languages is Yoruba which is a
language spoken by about thirty-three million
people of the South-west, Nigeria(Olimuyiwa &
Aladésanmi, 2017). Yoruba is believed to have
originated from the Igala people about 2000 years
ago(Afolabi, Daramola, & Adio, 2014). Out of the
36 states in Nigeria, nine are occupied by Yorubas
which are: Lagos, Ogun, Oy6, Osun, Ondé, Ekiti,
Kwara, Kogi and Edo States. Across these states,
there are different dialects of the language. The
dialects are subsumed into five major dialect areas
namely: North-West Yoruba(NWY), North-East
Yoruba(NEY), Central Yoruba(CY), South-East
Yoruba(SEY) and South-West Yoruba(SWY).
Noteworthy is the fact that this language is spoken
worldwide in other nations like Benin, Togo,
Ghana, Cote d'Ivoire, Sudan, and Sierra-Leone.
Speakers of this language are also in Brazil, Cuba,
Haiti, the Caribbean Islands, Trinidad and Tobago,
UK and America as well(Ayeomoni, 2012;
Olumuyiwé & Aladésanmi, 2017).

However, like any other African -cultural
heritage, the Yoruba language is endangered in the
face of inter-ethnic interaction, westernization,
and globalization(Hassan, 0déjobi, &
Ogunfolakan, 2013). It is therefore of importance
to have such a popular language well represented
online. Ontology is used to handle information at
a semantic level and also play a major role in the
semantic web, with this technology, programs, and
software agents have access to use the content
resources available on the World Wide Web(Lakel
& Bendella, 2015), thereby enhancing users’
access to information. In view of this study having
a well-defined ontology will improve natural
language understanding, natural language
processing and natural language generation of
Yoruba language.

The aim of this paper is to build a well-defined,
lexical ontology for Yoruba language to be used in
NLP system. To achieve this there is need to
acquire the knowledge necessary to create the
ontology, to identify the concepts to represent, to
represent these concepts as classes, to define the
conceptual relations and to implement the
ontology itself(Bautista-Zambrana, 2015).

The remaining part of this paper is arranged as
follows: section 2 gives an overview of the
language and related works. Section 3 describes
the methodology. Section 4 presents the actual

implementation of the work and Section 5 gives
the conclusion and recommendation.

2 Related works

Ontologies are used to represent knowledge, an
ontology can be used in different fields of
knowledge. It can be domain bound which implies
the ontology represents knowledge elicited from a
specific domain. Different researchers have
worked to develop ontologies for different
purposes. A domain ontology was developed in
(Afolabi et al., 2014) for Nigeria’s history, a semi-
automated approach was used, the ontology itself
was implemented using Protégé software.
Similarly,Dramé et al.(2014) proposed a method
to construct a bilingual domain ontology, the
method uses two approaches: learning ontology
from text and reusing existing terminological
resources. Rani, Dhar, & Vyas(2017) likewise
proposed a modelby exploring two topic
modelling algorithms for the purpose of
determining the statistical relationship between
document and terms and build a topic ontology
and ontology graph with little human intervention.
Even better, Kethavarapu & Saraswathi(2016)
generated data from webpages to build a dynamic
ontology using a similarity measure and ontology
creation module to generate the Web Ontology
Language(owl) file.  Also, Alrugimi &
Aknin(2019) presented an algorithm for deriving a
domain-specific ontology from folksonomy tags,
the algorithm takes a domain name as input and
produces the corresponding domain ontology as
output.

Ontology needs to be evaluated after been
created, different evaluation methods have been
used in literature, Raad & Cruz(2018) highlighted
some evaluation methods which include Gold
Standard-based, Corpus-based, Task-based,
Criteria based, Structure-based and Complex and
Expert based. Lakel & Bendella (2015) proposed
a combined approach to improve the process of
automatic co-construction of ontologies from a
corpus. Expert approach was used to evaluate the
ontology in (Dramé et al., 2014; Hassan et al,,
2013),Alrugqimi & Aknin (2019) used a corpus-
based approach, Afolabi et al. (2014) combined
the gold standard-based and task-based approach
to evaluate the ontology created.

As opposed to conventional ontology, Lexical
ontologies are “not based on a specific domain,
but they are intended to provide structured
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knowledge about lexical issues (words) of a
language by linking them to their meanings”
(Benaissa et al., 2015).Benaissa et al. (2015)
modelled a lexical ontology after the WordNet
ontology, the Arabic verb was used as input and
Markov Clustering algorithm was used to identify
similar verbs. Also,Ishkewy, Harb, & Farahat
(2014) developed a software module called
Azhary, which is a lexical ontology for Arabic
language, the ontology was evaluated using the
gold standard-based approach and Arabic
WordNet was used as the gold standard.
Ontologies have also been constructed for the
different domain in Yoruba, Hassan et al. (2013)
described an engineering process of building an
ontology for Yorub4 cultural heritage using
Formal Concept Analysis for the design, the
ontology was implemented with Protégé software
and validated using domain experts and ontology
experts approach. However there is no lexical
ontology for this language yet, hence the reason
for this work.

3 Research Framework

3.1 Requirements for the NLO

The major purpose of the ontology is to define the
semantic relationship between words in Yoruba
language, which will make information retrieval,
automatic text analysis easier and make Yoruba
language available and accessible for digital
processing. The architecture of the system is
shown in Figure 1. The major use cases of the
ontology include:

Knowledge Driven Application: Software that
requires knowledge represented in the ontology.

Users: a user interacts with the ontology
through a Graphical user interface(GUI) by
generating queries. Or a programmer that uses the
ontology to create an application using any
programming language of choice.

Domain Expert: the domain expert supply the
relevant knowledge needed to construct the
ontology through their documented materials.

3.2 Data Source

In the cause of this research so far, there was no
standardized corpus found for Yoruba language

hence the use of different data sources. Some of
the terms were gotten from the Yoruba dictionary,
however only few were selected for the reason
that many are no more in use for everyday
language. In addition words were retrieved from
the internet. Yoruba words site and some other
blogs. The terms were downloaded, saved in
Excel spreadsheet and input into the protégé
software. The words in the corpus are Yoruba
language words. In the language there are seven
vowels: [a], [e], [¢], [1], [0] [o], [u] and four to five
nasal vowels: an, ¢n, in, on and un. The language
has 18 consonants: [b], [d], [f], [g], [gb], [h], []],
[k], (1], [m], [n], [p], [r], [s], [s], [t], [w], and
[v](Awoyale, 2008).

Mostly verbs (Oro-ise) in Yoruba language are
monosyllabic and monomorphemic examples are
wa, lo, je, mu, mu gba and so on while nouns
(Oro-ortko) are polysyllabic and polymorphebic
which most times use combinations of the
monosyllabic/monomorphemic verbs as stems.
Other part of speech represented in Yoruba
language they are: Apéjiwe (Adjective), Apola
Apéjiwe (Adjectival Phrase), Aponlé (Adverb),
Apola  Aponlé (Adverbial Phrase), Atokin
(Preposition), Apola Atokun  (Prepositional
Phrase), Apéla OQro-orako (Noun Phrase), and
Apodla Oro-ise (Verb Phrase)

The language is essentially tone-driven which
help to deal with Homographs. Take the word
“igba” which can mean (plate, two hundred, time,
garden egg) it also interesting that unlike some
languages, the context of use may not necessarily
be used to detect the meaning of a word, take the
sentence:

Mu igba wa:

“Bring the plate”

“Bring two hundred”

“Bring the garden egg”

There are three distinct tones used in the language:
low, mid and high. Only low (marked with a grave
sign) and high (marked with an acute sign) tones
are marked on top of the vowel, while the mid
tone is left unmarked. “igba” in the sentence
above when toned low has only one meaning:

Mu igba wa: “Bring two hundred”
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Figure 1: Architecture of the Ontology

3.3 Word and Relation Extraction

The lexical entry to this ontology is the Yoruba
language part of speech, some words can have
more than one entries if they have morphological
variants such as plural of nouns and inflected form
of verb(Staab & Studer, 2009). For example:The
verb “wa” which is “come” can have other entries
which will point to it as root word, those words
won’t exist as complete or separate individual, the
words include: owa(there is), owa(he came),
ewa(telling an elderly person to come,

wonwa(they came).
The lexical entries can relate to one another
through the following ways(Ishkewy et al., 2014):
e Synonym: B is a synonym of A, if A and

B has the same meaning.

e Hypernym: B is a hypernym of A, if A is
a (kind of) B.

e Hyponym: B is a hyponym of A, if Bis a
(kind of) A

e Meronym: B is a meronym of A, if B is a
(part of) A

e Holonym: B is a holonym of A, if Ais a
(part of ) B

e Antonym: B is an antonym of A, if A is
an (inverse) of B.

4 Handle ——

Generate
concepts list (
—— —=Walidation

Generate
relation list

3.5 Ontology Building

An ontology development usually encompasses
several tasks and Erreur! Source du renvoi
introuvable. shows the task in order. Four stages
are relevant to the construction of the Yoruba
language ontology, the first is to extract text from
different sources as earlier stated in section 1.0,
second stage is to identify the concepts and their
relations, third phase is to handle duplicates, the
exact duplicates(Hassan et al., 2013) are
automatically blocked by Protégé while the quasi-
exact duplicates and implicit duplicates were
manually handled. Finally, validation is done to
check for the consistency of the ontology after
duplicates have been removed that is to check
whether or not all of the statements and definitions
in the ontology are mutually consistent. This is
achieved using the HermiT reasoner tool in
Protégé

4 Implementation and Results

4.1 Protégé OWL Implementation

The ontology implementation was done using
Protégé 4.2. There are different ontology
languages with different facilities, XML, RDEF,
RDF(S), OWL and more. However, OWL offers
better advantages over others, aside from being
the most recent development in standard ontology
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languages it also has a richer set of operators - e.g.
intersection, union, and negation. It is based on a
different logical model which makes it possible
for concepts to be defined as well as described.

4.2 Class and Relations description

The concepts were identified from the sources
earlier stated, relations were defined across these
concepts, and the concepts were arranged
hierarchically in a top-down manner as shownin
Erreur ! Source du renvoi introuvable.that is a
more general concept first followed by subclasses.
Polysemy deals with relatedness in meaning while
Homonymy deals with unrelatedness in meaning.
The example below shows
relationship (Babarinde, 2018):

(a) Ad¢ pa okun — ‘Ade sets rope trap’

(b) Adé pa alo’ - ‘Ade gives riddles’

(c) Adé pa itan - ‘Ade narrates a story’

(d) Adé pa iro - ‘Ade tells lies’
Individuals in classes can be related to each other
as shown in Figure 2.

homonymous

4.3 Yoruba
Evaluation

According to (Raad & Cruz, 2018), Ontology
evaluation is a problem of assessing a given
ontology from different perspectives such as
accuracy, completeness, conciseness, adaptability,
clarity, computational efficiency and consistency.
Any evaluation method uses any combination of
the criteria earlier listed.

The ontology is compared with Azary, an
Arabic
lexical ontology in Erreur! Source du renvoi
introuvable.. The ontology constructed was
validated using an automated reasoner called
HerMiT in Protégé. A reasoner considers the
following criteria to assess the performance of an
ontology;  consistency,  satisfiability,  and
subsumption.

Ontology Validation and

Table 1: NLO and Azhary lexicon

Lexicon Azhary | YLO
Synonyms Yes Yes
relation

Hyponym relation | Yes Yes
Hypernym Yes Yes
relation

Meronymreation Yes Yes
Antonym Yes Yes
Happens-before No Yes
relation

Polysemy No Yes
Homonymy No Yes

There are different reasoners used to check for the
consistency of an ontology but HerMiT does not
just determine the consistency of an ontology but
can also identify hierarchical relationships
between the classes, and much more. The
methodology it uses is the hypertableau calculus
and it provides the faster way of ontology
classification.(Abburu, 2012).

Below is the overall working of the reasoner:

Input : Yoruba Language Ontology(YLO)

Stepl: IF 3 Model_of YLO THEN goto step2
ELSE
State = inconsistent

Step2: FOR EACH A in YLO DO
IF 3 Model_of _YLO SUCH THAT x belongs
to A
State = satisfiable
Step3: V class Aand B in YLO
Check: IF A Isin B THEN
State = subsumption
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Figure 2: An excerpt of the ontology relative to Homonymy

5 Conclusion and Limitations

The chances for Yoruba semantic analysis is little
since there is no Yoruba lexical ontology for
linguist researchers to depend on, therefore this
paper presented the construction of a lexical
ontology for the Yoruba language, using a
description logic reasoner the validity of the
ontology was tested. The primary use is in
automatic text analysis and artificial intelligence
applications, it will also support advancement of
Natural Language Understanding, Processing and
Generation. Moreover, it will make the Yoruba
Language available and accessible for digital
processing and sustain the Yoruba culture in the
face of technological advancement. There was no
available and well defined corpus for Yoruba
language found so far in the cause of this research
which limited the accuracy and consistency of the
terms used, also some lexical entries were seen as
duplicates because they have the same form as
existing ones, this reduced entries.

References

Abburu, S. (2012). A Survey on Ontology Reasoners
and Comparison. International Journal of
Computer  Applications, 57(17), 33-39.
https://doi.org/10.5120/9208-3748

Afolabi, I., Daramola, O., & Adio, T. (2014).
Developing Domain Ontology for Nigerian
History. 8(April), 30-39.

Alruqimi, M., & Aknin, N. (2019). Bridging the Gap
between the Social and Semantic Web: Extracting
domain-specific ontology from folksonomy.
Journal of King Saud University - Computer and
Information Sciences, 31(1), 15-21.

https://doi.org/https://doi.org/10.1016/j.jksuci.2017.10
.005

Amar, F. B. Ben, Gargouri, B., & Hamadou, A. Ben.
(2016). Generating core domain ontologies from
normalized dictionaries. Engineering Applications
of  Artificial  Intelligence, 51, 230-241.
https://doi.org/https://doi.org/10.1016/j.engappai.2
016.01.014

Awoyale, Y. (2008). Global Yoruba Lexical Database
v. 1.0. 1-49.

Ayeomoni, O. M. (2012). A Lexico-syntactic
Comparative Analysis of Ondo and lkale Dialects
of the Yoruba Language. Theory and Practice in
Language Studies, 2(9), 1802-1810.
https://doi.org/10.4304/tpls.2.9.1802-1810

Babarinde, O. (2018). Lexical Ambiguity in Yoruba:
its Implications for Second Language Learners.
Journal of Languages, Linguistics and Literary
Studies (JOLLS), 5(June), 264-272. Retrieved from
http://www.jolls.com.ng

Bautista-Zambrana, M. R. (2015). Creating Corpus-
based Ontologies: A Proposal for Preparatory
Work. Procedia - Social and Behavioral Sciences,
212, 159-165.
https://doi.org/https://doi.org/10.1016/j.sbspro.201
5.11.314

Benaissa, B., Bouchiha, D., Zouaoui, A., & Doumi, N.
(2015). Building Ontology from Texts. Procedia
Computer Science, 73(2015), 7-15.
https://doi.org/https://doi.org/10.1016/j.procs.2015.
12.042

Bermejo, J. (2007). A simplified guide to create an
ontology. Madrid University, DRAFT, 1-12.
Retrieved from
http://tierra.aslab.upm.es/documents/controlled/AS
LAB-R-2007-004.pdf

Dramé, K., Diallo, G., Delva, F., Dartigues, J. F.,
Mouillet, E., Salamon, R., & Mougin, F. (2014).
Reuse of termino-ontological resources and text
corpora for building a multilingual domain

128




ontology: An application to Alzheimer’s disease.
Journal of Biomedical Informatics, 48, 171-182.
https://doi.org/https://doi.org/10.1016/j.jbi.2013.12.
013

Hassan, J. A., Odéjobi, O. A., & Ogunfolakan, B. A.
(2013). Ontology Engineering in Yoruba Cultural
Heritage Domain. 6(5).

Ishkewy, H., Harb, H., & Farahat, H. (2014). Azhary:
An Arabic Lexical Ontology. In International
Journal of Web & Semantic Technology (Vol. 5).
https://doi.org/10.5121/ijwest.2014.5405

Kethavarapu, U. P. K., & Saraswathi, S. (2016).
Concept Based Dynamic Ontology Creation for
Job Recommendation System. Procedia Computer
Science, 85, 915-921.
https://doi.org/https://doi.org/10.1016/j.procs.2016.
05.282

Lakel, K., & Bendella, F. (2015). Dynamic Evaluation
of Ontologies. Procedia Computer Science, 73, 16—
23.
https://doi.org/https://doi.org/10.1016/j.procs.2015.
12.043

Olimuyiwa, T., & Alddésanmi, Qmobdla Agnes.
(2017). Written Literature in an African Language:

An Examination of Interrogative Sentences in
Fagunwa’s Novels. Journal of Siberian Federal
University. Humanities & Social Sciences, 9(12),
3025-3036.  https://doi.org/10.17516/1997-1370-
2016-9-12-3025-3036

Onyenwe, 1. E., Hepple, M., Chinedu, U., & Ezeani, I.
(2018). A Basic Language Resource Kit
Implementation for the Igbo NLP Project . ACM
Transactions on Asian and Low-Resource
Language Information Processing, 17(2), 1-23.
https://doi.org/10.1145/3146387

Raad, J., & Cruz, C. (2018). A Survey on Ontology
Evaluation Methods.

Rani, M., Dhar, A. K., & Vyas, O. P. (2017). Semi-
automatic terminology ontology learning based on
topic modeling. FEngineering Applications of
Artificial Intelligence, 63, 108-125.
https://doi.org/https://doi.org/10.1016/j.engappai.2
017.05.006

Staab, S., & Studer, R. (2009). Handbook on
Ontologies, = Second  edition  (International
Handbooks on Information Systems) 2009. In
International Handbooks on Information Systems.

129






	Proceedings of the First International Workshop on NLP Solutions for Under Resourced Languages (NSURL 2019) co-located with ICNLSP 2019 - Short Papers
	ISBN
	Preface
	Program Committee
	Invited talks
	Table of Contents
	NSURL-2019 Task 8: Semantic Question Similarity in Arabic
	NSURL-2019 Task 7: Named Entity Recognition for Farsi
	Yorùbá Gender Recognition from Speech using Attention-based BiLSTM
	MorphoBERT: a Persian NER System with BERT and Morphological Analysis
	AtyNegar at NSURL-2019 Task 8: Semantic Question Similarity in Arabic
	Beheshti-NER: Persian named entity recognition Using BERT
	Arabic Dialogue Act Recognition for Textual Chatbot Systems
	Tha3aroon at NSURL-2019 Task 8: Semantic Question Similarity in Arabic
	Motivations, challenges, and perspectives for the development of an Automatic Speech Recognition System for the under-resourced Ngiemboon Language
	NITK-IT_NLP@NSURL2019: Transfer Learning based POS Tagger for Under Resourced Bhojpuri and Magahi Language
	The_Illiterati: Part-of-Speech Tagging for Magahi and Bhojpuri without even knowing the alphabet
	ST NSURL 2019 Shared Task: Semantic Question Similarity in Arabic
	Statistical Machine Translation between Myanmar (Burmese) and Dawei (Tavoyan)
	String Similarity Measures for Myanmar Language (Burmese)
	An Inferential Phonological Connectionist Approach to the perception of Assimilated-English Connected Speech
	Improving NER Models by exploiting Named Entity Gazetteer as External Knowledge
	The Inception Team at NSURL-2019 Task 8: Semantic Question Similarity in Arabic
	Hidden Markov-based Part-of-Speech Tagger for Igbo Resource-Scarce African Language
	Building Ontologyfor Yorùbá Language


