
Abstract 

This paper proposes a supervised NER 

model based on gazetteer for NSURL-2019 

Task 7: Named Entity Recognition (NER) 

in Farsi. Supervised methods generate 

acceptable results in many Natural 

Language Processing tasks such as Named 

Entity Recognition (NER). Since these 

methods are domain-based, so their quality 

is related to the volume and the domain of 

training data. External knowledge can help 

the supervised methods to compensate this 

deficiency. In this paper, we use an 

unlabeled corpus as external knowledge to 

extract a named entity gazetteer for 

improving the performance of NER 

systems. We apply a supervised NER 

model on the unlabeled corpus to extract 

named entities with high probability. 

Finally we train a new NER model by using 

the gazetteer as a new feature to be 

employed with other features. The results 

show that the performance of NER model 

exploiting the gazetteer outperforms the 

ordinary models. 

1 Introduction 

This paper proposes a NER model for (Taghizadeh 

et al., 2019). NER systems extract important names 

from text such as person, location and 

organization. Some NER systems may cover other 

tags such as time, date, money etc. due to the type 

of the information that we expect to extract from 

the text. 

Many of the previous works use supervised 

methods for constructing high performance NER 

models. They generate good results but only on 

their specific domain, but if the domain changes, 

they won’t work efficiently. For compensation, 

some of the researches used external knowledge 

such as entity dictionaries or gazetteers. Gazetteers 

contain named entities that researchers add them as 

an external knowledge for improving the 

performance of NER model. However, generating 

and maintaining high-quality gazetteers is very 

time consuming.     There are some methods that 

have been proposed for solving this problem by 

automatically extracting gazetteers from external 

knowledge for example Torisawa (2007). In a 

research investigated by Torisawa, (2007), they 

have extracted NEs from Wikipedia by automatic 

methods. Although extracted information of 

Wikipedia as a gazetteer is useful for training NER 

models, they don’t cover all of the new entities 

because of rapid changes in the information 

content. Moreover, they cannot extract all of the 

tags and only focus on a limited set of tags such as 

person, location and organization names. However, 

many of the applications need more tags.  

In this paper, we propose an automatic method 

for generating a named entity gazetteer from a big 

unlabeled corpus. At first, we use a supervised 

NER model to decode unlabeled corpus. At the 

second step, we extract a high-confidence named 

entity list from the unlabeled corpus as an entity 

gazetteer. Finally we add the gazetteer as a new 

feature to the model and retrain our NER model to 

generate a new one.  

For generating the corpus for both the NER 

model and the gazetteer, we use the news data from 

Persian news agencies. This approach is beneficial 

and improves the performance of NER model 

because it adds the newest information from 

recently released news to our model. Moreover, the 

gazetteer is designed in such a way to be in similar 

domain with the NER corpus. So, it gives a better 

performance in comparison to Wikipedia resource 

because it contains most recent information from 

the news text.  
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The experiments in this paper are conducted in 

Persian and the data set is a large NER corpus, 

coming from the NSURL shared task. We show our 

results in phrase level and word level for a 3 classes 

and a 7 classes NER system. We also show the 

achieved results for all of the tags. Our results show 

an acceptable accuracy in F-score and a good result 

in precision. Also we got a good accuracy in new 

tags such as ‘Time’, ‘Date’, ‘Money’ and ‘Percent’. 

The paper is organized as follow: in the second 

section, an overview of the pervious works in 

exploiting gazetteers to enhance the performance 

of NER models will be presented. Section 3 comes 

with our proposed method. In section 4, the 

experimental setup is explained including the data 

set and evaluation measures. In section 5, our 

experiments and results are thoroughly described. 

Conclusion and future works are described in the 

last section. 

2 Related Work 

There are different approaches for generating NER 

models. Some of them use external knowledge as 

a feature to improve their model. For example, 

Torisawa (2007) retrieves the corresponding 

Wikipedia entry for each candidate word sequence 

and improves the NER system by the candidates. 

(Nothman et al., 2008) transforms the Wikipedia 

link into Named Entity Recognition by classifying 

the target Wikipedia pages into common entity 

types. Cucerzan (2007) have employed Wikipedia 

in order to support a Named Entity Recognition 

and disambiguate extracted named entities. (Bøhn 

and Nørvag, 2010) have applied Wikipedia 

contents to automatically generate an entity 

dictionary to connect the same named entity to the 

same tag. In a research investigated by (Nadeau et 

al., 2006) they proposed an unsupervised named 

entity Recognition by automatically extracting 

gazetteers from a large amounts of text. (Toral and 

Monachini, 2008) improved the performance of a 

named entity recognition by using external 

knowledge. (Etzioni et al., 2005) focused on 

automatic extraction from the Web for improving a 

Named Entity Recognition system. It should be 

noted that some researches have shown that larger 

NE lists do not necessarily correspond to increased 

NER performance (Mikheev et al., 1999). 

3 Proposed Method  

Our method includes five steps as follow:   

 Preprocessing of the text. 

 Training a CRF-based NER model. 

 Crawling a large amount of news from 

Persian news agencies for generating an 

unlabeled corpus. 

 Applying NER model on the unlabeled 

corpus and extracting high-confidence 

named entities as a gazetteer. 

 Adding the gazetteer to CRF-based model 

and training the new model. 

 In the following subsections we will 

describe the above mentioned steps in detail.  

3.1 Preprocess 

At the first step, we preprocess the NSURL corpus. 

We use Parsivar tools for text preprocessing 

(Mohtaj et al., 2018). There are some problems in 

the corpus; for example the whole of some 

sentences in the corpus were tagged as a single 

named entity. We remove the sentences because it 

increases the runtime and has negative effect on the 

results.  Furthermore, we apply a normalizer on the 

corpus to unify the character codes. 

3.2 Training the NER Model 

We use CRF algorithm for training the model. 

Because of the supervised algorithm we used, it 

gives a high performance model. The tool that has 

been employed is CRF-based Stanford Named 

Entity Tagger. It presents good facilities for define 

NER features. 

We checked different features for NER model 

and identified a series of n-gram features such as 

the assigned class of the word, the word itself and 

the previous and next words as best features for 

training the model. Table 1 shows the feature set 

used for our proposed model. 

Description  Feature 

Current Word W3 

Left Word W2 

Right Word W4 

Left Tag T2 

Two Left Words W1W2 

Two Left Tags T1T2 

Table 1:  Feature Set. 

 

 



3.3 Generate Unlabeled Data 

As mentioned before, since the domain of NSURL 

corpus is from Persian news, so we use the text 

from Persian news for making unlabeled corpus. 

We crawl some popular news agencies and extract 

news from different categories. We focus on the 

domain of training corpus; for example if the 

training corpus contains only the text in sport 

domain, we crawl only sports news. Then, we 

apply a preprocessing tool on unlabeled Corpus 

and tokenize and normalize the sentences and 

remove very short and very long sentences. 

3.4 Generate Named Entity Gazetteer 

For generating named entity gazetteer, we decode 

unlabeled corpus with our NER model and extract 

words with high probability. For extracting these 

entities, we also consider sentence confidence 

using following the equation (Zafarian et al., 

2015). 

 

𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 =
∑ 𝑤𝑜𝑟𝑑 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑤𝑜𝑟𝑑∈𝑖

max (10, 𝑠𝑒𝑛𝑡𝑒𝑛𝑐 𝑙𝑒𝑛𝑔𝑡ℎ)
 

 

If the word confidence and sentence confidence are 

both reliable, we extract entities from that 

sentence. 

3.5 Retrain NER Model 

Finally, we add the named entity gazetteer as a new 

feature to our proposed NER model and re-train the 

model with this new feature. 

4 Experimental Setup 

4.1 Dataset 

We used NSURL corpus as training data. It is a 

Persian NER corpus with more than 900 thousand 

words that is manually labeled for NER tasks. This 

corpus was published by NSURL-2019 Workshop 

for Farsi (Persian) NER Task. 

4.2 Evaluation Measure 

For Evaluation of NER systems, most of the 

researches use precision, recall, and F-score as 

performance measures. Precision is the number of 

NEs a system correctly detected divided by the 

total number of NEs identified by the system. 

Recall is the number of NEs a system correctly 

detected divided by the total number of NEs 

contained in the input text. F-Score combines these 

two into a single score and is defined with the 

following equation (Tsai et al., 2006). 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

precision + recall
 

5 Experiments and Result 

We participated in NER resolution Shared Task for 

Farsi under the NSURL-2019 Workshop as Team-

4. Our results in the workshop are shown in Tables 

2 to 6. As we mentioned in section 4, the NSURL 

corpus is prepared as a training NER corpus but we 

used only 57 percent of corpus because of the 

limitations in hardware and computation platform. 

We expect that the performance of our system be 

improved if all of the dataset is used for the training 

phase of the system. To reduce the computational 

complexity, we removed long sentences with less 

than two tags. Table 7 shows the characteristics of 

NSURL and our shortened training corpus. 

The results of phrase level and word level NER 

model for 3 classes (Person, Location and 

Organization) are shown Table 3 and 4. Moreover, 

the results in phrase level and word level NER 

model for 7 classes (Person, Location, 

Organization, Time, Date, Currency and Percent) 

are shown in Table 5 and 6. 

 Although we used only 57 percent of training 

data, we got acceptable results in NSRUL 

workshop. In Tables 3 to 5, our results show a 

lower recall compared to some groups, but we got 

a better result in precision measure. Table 6 shows 

the details of phrase level evaluation for 7 classes. 

As we expected, we got a better result in new tags 

such as ‘time’, ‘date, ‘money’ and ‘percent’. 

 

 

Corpus Sentence Word Tag 

NSURL 23,321 912,032 100,118 

Sh_NSURL 10,388 502,989 85,265 

Table 2: The characteristics of Corpus. 

 

 

Test Data 1 P R F1 

In Domain 87.5 76.0 81.3 

Out Domain 87.5 76.0 81.3 

Total 86.8 72.3 78.9 

Table 3: Phrase -level evaluation for subtask 

A: 3-classes 

 

 

 

 



 

 

6 Conclusion 

Supervised methods are domain based so that they 

generate good results but only on their specific 

domain. External knowledge can help supervised 

methods especially if they have common 

information with test data. In this paper, we 

extracted useful information from a large unlabeled 

corpus that it is in the same domain with the test 

data, both of them are from Persian news, so we 

added the gazetteer as a new feature to our 

supervised model. Our results show that this new 

feature is effective in our named entity recognition 

model and outperforms the ordinary model. 
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