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Abstract

Named Entity Recognition (NER) is an essential task in Natural Language
Processing. Memory Enhanced CRF (MECRF) integrates external memory to
extend Conditional Random Field (CRF) to capture long-range dependencies with
attention mechanism. However, the performance of pure MECRF for Chinese NER
is not good. In this paper, we enhance MECRF with Stacked CNNs and gated
mechanism to capture better word and sentence representation for Chinese NER.
Meanwhile, we combine both character and word information to improve the
performance. We further improve the performance by importing common before
and common after vocabularies of named entities as well as entity prefix and suffix
via feature mining. The BAPS features are then combined with character
embedding features to automatically adjust the weight. The model proposed in this
research achieve 91.67% tagging accuracy on the online social media data for
Chinese person name recognition, and reach the highest Fl-score 92.45% for
location name recognition and 90.95% overall recall rate in SIGHAN-MSRA
dataset.

Keyword: Machine Learning, Named Entity Recognition, Memory Network,
Feature Mining

1. 4&3% (Introduction)

a4 BT RS (Named Entity Recognition, NER) [ A3 25 i B o 3fl BRAY S5 — 5 » I
B R T G B BRI R O R 0 A O - A
[T RS A 2 BRI BT TS P K% B It R R R R st T P st »
R SR/ N R R Y - A0 TR R S B T B % B L R Seiafl
B A A E RSB T IE R M RS RS B A (T -

AR B B P P VR AT B T » (95 R $5AHERZ « 140 Huang 1657
51 T (LTS - (8 FF B SR (Huang, Xu & Yu, 2015) + P A 36 SChry e 2 e i
TR - Liu 5 AR 1ICNLP 2017 30 SRS R S 2% o (L,
Baldwin & Cohn, 2017) » $2tF MECRF %24 » i & b T SrABSMTse R » (U AL 16
e T DAS S B+ BRSSO B M T H R - ST i B A
P S P e T B LA | B R BATRCR  (BAER B S
B AR A M S T 2 B BRI (T RO BT 5o IR i
S SRR RN 2 A T o HURERE R E Ik e

B IR - AT AE 0 R S PR M5k MECRF 17 op Sz 44 2 R
FHALHS 5 MECRF MRS RHR 1 F SO AR 2 ZHR R BB » L% Attention /]
FIREF > LU IR i 2 T8 - MR SeBl S B e B
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(L2 E0k ; FIRBEIGHAE - %1 GRU EHLBLHUNE SOVFH - Rl REBHEY F 403
AT - R E RS R DV EE R A SO R, - R 2 B 52 4y
SCREEREL - b+ th A FRFEE ) (Chou & Chang, 2017) » S (A RS BHSLAL o] 5 8y
AT > R R RS - R RIS AL WA
IR -

AHRIERTBE I ZEL Ry Chou J: Chang (AR PerNews SBEFRISE - IEICERHE
FE DV TR AL HEFTIAE » S T BRI BT RS ZORH RS
T B BEALA R R BOSUEE » AR BRA SLEL » ESRIBS HEF AR Z0 o T LA
B 916796 HIMEELAERETE » BRI AT ERVBUEL L AIRIES 299 » I AT
TR GAR > PSRRI R T 6.04% « ATIZEATHELL 2 B L
SIGHAN-MSRA o (55|75 92,4506 4 B R . 90,9506 B[el -

2. }HRECERElEE (Related Work)

Frolfet CACS a0 | R AR EIA R =0 AT K580 (Hidden Markov Model, HMM) ~
B AAR N B B S AT (Maximum Entropy Markov Model, MEMM) DL Kz {5 {4 5 14 355 15,
(Conditional Random Field, CRF) - Lafferty < A (2001)FAfHE IR G- IG I B AE =
J B 51 R0 (Sequence Labeling)dy (£ » /&2 8 NAYEESE H B2 YA - (Hi2 Rt
WIS a1 RE A UL N (& Y S & & 3 (Finkel, Grenager & Manning, 2005) » A %S
R PV E AR R BB SRR S A TR A -

2.1 HBREMLKHEER (Convolutional Neural Networks)

GIEMEE S 2 — AT R A 4R - 8% H-GTEJE (Convolutional) ~ (L& (Pooling) ~ 4=
12 2 (Fully-Connected)2H i » AHE 7> E AT RS - 45 T 1 &K 4 e P o 22 (5 Y 2 80 »
Rl R s — TR EL R 5 | I B e FE B AR o GRS QR A HE % B BB AR 0y
B85 > Collobert & A (2011) & SCREGIE A A RS B BHTHUH AR R0y B RE I AE 5 2R
SEENTFIIRER ST - A AR S RN P AT B2 R F BT B AV R AR -

ATHA - Wang S8 A (2017) 7% 28 3 B X G AE AR A RS A 4548 - 2 IS Bt ZE I P S CGGE BT
& > [FIlF&E & Dauphin 58 A (2016)#2 H AR P47 M BE T (Gated linear unit, GLU) » FER
th SR RS o

2.2 BEEFMLEAEES (Recurrent Neural Networks)
RNN FIlE 55— 3 Fr 71 B A B FACZ0As - (HUZ2 BRANRY RNIN RS S AR £ PR B A
XEEM > BTN 2EEHREEEE > KItA % mEAEC[E(Long Short Term Memory)fJ£z
tH e Huang 5% A (2015) 7% Fp ¥ REEC AV AL E 0 = A G0 IR » 22 A8 m)(Bidirectional) At
RARAUE R R AR A 0 FERA RSB R E TS T IEE HFAIRGE -

{H 208 i th &S 4 1% 8 iy A ) -V & S 1% A1 (Cho, van Merrienboer, Bahdanau &
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Bengio, 2014) » & 5 ACUAERI AL - FAHRBIAYITSE(Lai, Xu, Liu & Zhao, 2015; Linzen,
Dupoux & Goldberg, 2016) 5 &/~ » AR AR B FE S 2 A » 8 & ARF ]
FRAHIRESE BT R R A A Y e & st 158 S8 RE BT SCAREE MY HI BT R A E -

2.3 CE4ERE(Memory Networks)
BRI BE RIS 802 A RE ) S HICHIUER & B DAY MY SCRE RS (8 T IR e AR 4R AT R EE
Y S B B EEE s Al A H e BRI » Wesston 55 A2 HHEC 1R 4R (Memory Network)
S e fER I B SRR R B I A (QA)RYAE 75 H (Weston, Chopra &
Bordes, 2014) » FEHHECIRAYIE I HA T 7R 2 5 R S R s A R -

ATHA - Liu REEC BB I RE S I A BRI FEFEISI & (Liu et al., 2017) » A% SHEST
ECE (Memory) - (SRR BE S Bl (R G B DAY MY ST B Rf I LA 9SO Bk RIS
THERE -

3. HEREIZERE K, 7774 (Model Architecture and Method)

fEa A TR e > §— @+ S ZEH T Fyt(character)4H & (i iy 751
S = {wy, -, wr} EHENEERTIIIRRLEY = {y, -, yr} o REREGHERFERS
I TR Sm A )T > MECRF IWEFEERE 558 BT &SR 2 BeEieM, - BEER
ZEH|DIAT4ARED = {Sy, -+, Spp|} » BLEE EN Y EEESL = {Yy, ... Y} Bl
i A\ B SRS AL R AR > FRAMMEIEUE 74 7S VAT B AJ2EHTHL 2B+1 {§
HJF-Ms ={Se—p, =, St SerpMHUR T HASC fE (short context) » HEE ARG A N=X{Z 5 T;
(EopTRa)FSHEE) o &EE AFow; o DA word2vec 2 GloVe S5 H#ET
&mt5, DAEMB(w;)sFE R « fEs% D £y Embedding AY4EFS > Rl %G HAEC IR0 75 BB A5 5y
AP Es AN TXD (5] FES ~ #1 LxD A9%E e EM -

3.1 Stacked CNNs with Gated Mechanism

AR > FMER % g &H (Convolution Layer) sREEHUIFFiE > 2%
Dauphin ¢ AMMUAAE B RN A P TSP A LR LAV o PP = 3t i FH 1
TEER AR 2o > R AR R ARG h BRIV RE) © IEGIE MM A
REARFERVRTRE > N 75 Eila AP EEREPT - {H52 Dauphin % AR AL 2 R REVE
TERAS s o - Jig B g 7 T ] DA AZS s (D e E4 I T O P P il AR R s f A e Y sl B
A RCRHBERE SR - EEERT i A i AES (eR™P) > AILESEEE IR

A=ES@® Wy +b @)

HehWi s R/ Ry K x DEJETEE R B RS Kernel Filter K5 i/ NEEUCR B SR AR
ERAREEE U E NN AR EE N NEN T AR KER 3 HERS
[EERE R R T ITRIRE - FROTRE SR B B AR (strides)se fy 1> M #HZ 520
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(padding)3% £ SAME - El#HEEHENMAEE - WESEEERANRHATLE
(Pooling Layer) » HJF A fyH SEERE T EHEREEVE EEE - Ao s &R
Ga/NECEML S RIL AT B K L {E4555 Filters @5 1y feature maps {78 £

(Concatenation) -

& Orange mean Sentence BLGRU
# Blue mean Memory e
{ 6f=ta

» GRU R:l JnHRH '
,f,wt RVxL G = anh(We¥ 4 m.” +b)|

G¥ =CRU(cM.6),

~ CNN = Comwolution Operation ) I"‘ GRU (‘ r J ; \
K = Ketnel width of filters i /
o Pl [omim | :
M - mKxD M M M. a(a™ \ ".-..._‘”:.
,i} . rr:* t?::::i: ;.u :“: :“[:%]1": “""[“***: ****** ? iy
- M ¢ REY is bias of A¥ 8 EANCRT) g Lengih ot emgen od input
»d" ¢ R isbias of B¥
# M = number of filters of |
Senlence N S 5 B \
#C¥ e RV :
N 1 T -
~EMB = Em Ianll)lllg method i| = MO D I
# D = Dimensions of embedding : EM = EMB(M) ‘ ] 1T 11 :
EMe RN ’ i Embeddng | e —— !l\
e |
rewanioe Y 5-wy L= Tor] |[wemy [l = [l
# N = Length of memaory I Input Sentence Inpit Memory J :
/& 1. Input sentence and memory representation
< A KB I Bl B #E Fd 4 CNN B R ET 2 1% Fi 7 A Y R B - iy & A 48 (T B et 3

T W i —J E 43 Mt (sigmoid function) F A 8 TR TE A EILRS: » FERHEE I i ) ABSE R A2
TCZ 3 £ (element-wise multiplication) » 415 (1)FfT

C=A-0(B) @)
JEF % Jg &1 (Stacked Convolution) K92t ( Gated-CNNs ) FEHURE AL -5 R fEi% »
M2 MECRF £ IR &S 4% (RNN) YL AG GRU - H 77 8 & [m Y R il SR R AU E

NMIBRM ST CAE R R A ETEER - 3 B P o R IE R S A ERE M —(EIE
SRVEEIT tanh > BURAIE t VBRI EENG, - A03(2) -

G, = tanh(WGt + W Gt + b) (3)

WE 1 AT JAPILACS R CM A HI R T S Rt M 4GB R4 G REE R At - GS R GM
STARERAIT S KEClE M &L E [ GRU JE 2 E ! -
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3.2 2 fEJE(Memory Layer)

Ff25 MECRF {0k » ] —4H % [ &R A ISR (LSTM) 73 B EC IR GM H#ETT4RES » /&
B R P 91 R SR i AR B & o AR i AUEC I (Input. Memory) DA Rz i Hi 50 & (Output
Memory) » 41=(4) ~ (5) -

I; = tanh(LSTM(G}") + LSTM(G}")) )
0; = tanh(LSTM(G) + LSTM(G")) )

RECE R AR TFHIE t EFTes K Tt RGP E P T R ER IEA, ; -
FRARE & mivda A G P Bl A SR A TEE S - (H/2 R [E)5Y MECRF £RH] Softmax » [HEET
R tanh pREGR(EEE BAVECIRALE > 405X(6) » HPje[1,N] -

A, ;= tanh((G9)TL) (6)

B 1% O I DR ARGE B E AT B e » 00(7) > AAS S ERTMAGE - SR RIRIIEL -
10=(8) -

bt = Z?IzlAt,jOj )
U, =G} + p, ®)
CRF Layer

~tag = size of entities

P -~ — — T
~Q€ R isa Ye = CRF(M - Q) o w_,( el el )
Linearly transform (m{l_/ m{z_/ u.y'"/ \xy"'/ ‘-a_}f_/
matrix L8N i N > £ %
sl =T
I Linearly transformed B
Memory Layer | | \\

~+ = Inner Product 5

Ug=G7 +
P = Weighted sum ¢ g 63—[

P = Zﬂr,;‘ﬂj
-GS € RT*L i -
~GM € RN*L ZﬂutputMemﬂf:V (0]
1 € RV*L 0, = tanh(0, + 0,)
- € RVXL 0, = STH(GL) _D._@._
~0 € RNV*L 0, = LSTM(G})
#p; € R - Pe | AttentionA
AU € RT*E Ay = tanh((G)7I) ST

I, = tanh(I, + T,,)

I, = LSTM(GM) : 1

I, = LSTM(GH) s Input Memory [

-
Sentence Bi-GRU Layer Output Memory Bi-GRU Layer Output

/& 2. Memory Enhanced Model with CRF output layer
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Attention HY%H] TR AT DI ZERAIHYEHRH SCE P EC RO E VAL E - SIS
AU ] O S E KIS A o A& BRI RIFRER IR - &E iR IE S e fac
FAVACHERA (% - FH DA IIZERER SRR n] 225 [H] 2 -

4. EERHA 2.4 KE (Experiments and System Performance)

EARZEET - BV E AT AR Y £ A A RUEE S v A B2 Ay ST TER RS  FefM
{5 /1] PerNews k2 SIGHAN-MSRA Wi ERFSFH1E A 2 %aE < Hor PerNews &5 (Chou
& Chang, 2017) & DAL EHEAE FAY A ERE R £ HAR » #5H 7053 (B A 44055
H &t HER N BRI A A4 - REH Chou 1 Chang FIfGAEEE B & A AHE]T
AMTRAFTESE LT XEM > REEELR AN EER RS AT ERNE T -
SIGHAN-MSRA Al /2 £2:4fir 573 8 FH 2514 HR S B s B i 44 B S i L 5L A RE A AR AR s
fE(Levow, 2006) » AMHFE L ZEHH A% ~ i ~ SHESHHETTaT R E R - EREZE
R ET &R Table 1 fpR
Table 1. Two Datasets

Dataset Sentences Average Characters/ Entity
per Sentence
PerNews 335,056 13.13 PERSON:54,338
Train
PerNews 363,572 13.14 PERSON:54,546
Test
PERSON:17,615
S'GH'.?SEQ"SRA 141 546 14.94 LOCATION:36.861
ORGANIZATION:20,584
PERSON:1,973
S'GHAF';';tMSRA 11,679 14.45 LOCATION:2,886
ORGANIZATION:1,331

ARWFTER FHIREEC A By BIESO 25002 » sl )7 =0 s e EL i se B an % B e 1% » DU FHEY
T > BIAEHER ~ H %L K F1-Score ZRHETTRUREAYREAL o BAAYATER IS 80 Table 2
FR © S0 TeR AHESS 250 ~ =261 ~ &2 50 ([ Kernel Filters ~ 55 HHEC{EAS £y 200
T 0 B3R dropout rate 435l £y 0.0005 k7 0.2 -
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Table 2. Model Hyper-Parameters

Character Embedding 250
Conv layer # filters 50
Kernel width of filters 3
Learning rate 0.0005
Dropout rate 0.2
Memory size 200

4.1 PerNews Dataset

HARMEH AR HIIPE S e 618 GRU &Hill#en 72 - #2 DSANER T.H(Chou
& Chang, 2017) 2 LAY R A il 550 kB R Faal R Y CRE++J77A#ETTELEL - 41 Table
3 Fiiy DSANER #£[C CRF++ T ELNRIAE(E A 0.8603 [ B 4l FH 57Tk Ay CE-MECRF
B A 0.8572 £45 » BUnAIE R A LB 2R M pl st 2 240y 75a ke m) TR T =X
HHEIN - TS G GEE R GRU 2R (8 B4l CE-MECRF &(8E 2.1% - flA
FHHEC IR AR S A AR 2.9%F1 -

Table 3. Performance on PerNews Dataset

Models Min/epoch | Precision Recall F1
DS4ANER-CRF++ 25* 0.9347 0.7968 0.8603
CE-MECRF 15 0.8881 0.8284 0.8572
CE-CNNs-BIGRU-CRF 25 0.9345 0.8289 0.8785
CE-CNNs-BIGRU-MECRF 65 0.9067 0.9084 0.9075

* DSANER-CRF++ -2 E5l| 9k HF

4.1.1 BEEREEZREE (Fiters Number of Convolution Layer)

EEE T - RFTFEEEEHE(CNN) IR Zs 1V EE » Ehi R B 48 8 25 B e B SRE Y
A YIE 3 A R RS B S E fy 50 HYHHE - RUBERIAE(E - IESREE Y
eV T - AR ZERRIARGE - HESFENE SN GHEARREREETES
HUFHE > AT DU BEIESF AU R » (H 2 A RRAVFRR FAIRZS TF -
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Performance w.r.t. #Filters

E min/epoch Precision e Recall e F]

1 35

30
0.95 . 2
25 2
m = E
€ 09 20 3
£ 5y
o 15 5
‘;v: 0.85 g
[
10 £
0.8 [

5

0.75 0

25 50 100 250 300

# Filters

B 3. F [ B a5 B A eI
[Figure 3. Effects of # of Filters for CNN Layer]

4.1.2 sefBEEA/N (Memory Preparation Method and Memory Size)

fEE(EEET - PPN E LB RAE R/ N RERT 2[RIt LE e S R iR i R 2
B BT SCHPNREER R B - AE 4 AR SRR B B SRR R IR R
RREHE o FRAMIBL 3 4] ~ 7 &) 0 S RIEE 100 ~ 200 “FIT A fe 40 300 EITHET TE S o
HI> PerNews Rydig b B0k} » & AT N - RIELESCIRBARIIER T - B2
FER AR E R - BEER A RTEEE - AE 200 FrTs AR e i -

Performance w.r.t. Memory size on PerNews
min/epoch es=g===word from begin ==fll==short context
0.92 - 70
0.90 r 60 £
] - 50 =
e 0.88 S
] - 40 ©
E 0.6 )
S F 30 o
S 0.84 a
& 20 o
0.82 L £
10 Z
0.80 -0
memory 100 memory 200 memory 300
= =73
B 4. IR ERGE I &

[Figure 4. Effects of Memory Size]

4.1.3 HiAGEHE (Word Embedding)

B ZRME B GIE o] DU AR T 2 [E 0V % - B HERAG T GAEE R EIEE E
7 R MERN T TR E P IALLVE I Fw AL > BERRTITeES » A
EWE A E - W) TR > T EBIIA W w; ~ Wiwiq ~ Wi oW W ~ Wi qWiWigg
WiWipq Wiy 5 AR Y GE ) & > S At > QS A E -
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Xi = [Venar W),
VworaWi—1wi), Vipora(Wiwiyy), 9)
Vwora Wi—aWi—1Wi), ViworaWi—1WiWii1), Vwora WiWir1Wis2)
» current Char
I R BRE RER
(The Ministry of Foreign Affairs confirmed yesterday)

m Kind Combination Words

Pre_2 s+ Bichar_Pre Pre_1 + Cur %
Pre_1 i Bichar_Suf Cur+ Suf 1 #eE
Cur EH Trichar_Pre  Pre_2+Pre_1+Cur  #h% 3
suf 1 L5 Trichar_ Mid  Pre_1+ Cur+5uf 1 i ARk
Suf_2 £ Trichar_Suf  Cur+Suf 1+5Suf 2 e £

B 5. Fq7/m 8 LT %
[Figure 5. Hlustration of Adding Word Embedding]
WIE 50 PATED R#af - IR e T E A o A TN EEEAHERE
ERROEF g LR a2 U -
e [ R AT EL T - PRI 45 B e A4 nT i = - FEA] CBOW 11
Word2vec &% (Mikolov, Chen, Corrado & Dean 2013) » s EzRME 2/ DHIR 5 X - gl|4H
50 4fEAYEE]F (word)HyEa [ S A o

4.1.4 BEhET#F S (Automatic BAPS Dictionary-Based Features)
FHY PerNews fEJF4AE R - Z#5H Chou and Chang (2017)Fr Ay 77 =ET TR IR
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Table 4. Effects of adding word embedding and dictionary-based features
Models Min/epoch | Precision Recall F1
CE-CNNs-BIGRU-MECRF 65 0.9067 0.9084 0.9075
CWE-CNNs-BIGRU-MECRF 101 0.9467 0.8779 0.9110
BAPS-CNNs-BIGRU-MECRF 31 0.9134 0.7951 0.8502
Hgm";glg’f;ﬂi’é@ 137 09307 | 09048 | 0.9176
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Table 5. Performance on SIGHAN-MSRA

Model PER-F | LOC-F | ORG-F | Precision | Recall F1
Zhou-CRF (2006) 90.09 85.45 83.10 88.94 84.20 | 86.51
Chen-CRF (2006) 82.57 90.53 81.96 91.22 81.71 | 86.20

Zhou (2013) 90.69 91.90 86.19 91.86 88.75 | 90.28
Zhang-MEMM (2006) 96.04 90.34 85.90 92.20 90.18 | 91.18

Dong-BiLSTM-CRF (2016) | 91.77 92.10 87.30 91.28 90.62 | 90.95

Liu-MECRF (2017) 91.09 91.87 83.81 89.16 90.47 | 89.81

Lex-CNNs-BiGRU-

MECRE 81.70 75.00 67.22 85.30 67.33 | 75.26

CWE-CNNs-BiGRU-

MECRE 91.92 90.84 84.76 89.44 90.16 | 89.80

Harmonic(CWE+BAPS)

ONNSBIGRU-MECRE | 9270 | 9245 | 8631 | 9134 | 9095 | 9114

5. &EamEE R EE (Conclusion and Future Work)

AHFEATIR IR - BT (E I FTE % B e oK B BRI AT 540 - HEH
Bi-GRU &N B NS P AIRVEHRATAE - B EARERETRR - RI& RS
AN IR SOS AR AE - e S SCE T AT S &R - A IR A R s R
FroIBEECAYHIBT(REE - MRS Liv EAFTEEAYARAR MECRF sCfBiE YIS » AHTZERATHE
R R B RS B TP B ATRE M ROURE - TR ELE R &R s E R B
FER L Rt A RATRERER -

AILA BAPS iR B A (51 & SR 2R TR S I ES (0 %0E » =S WA FRE S A EEE
AR > BRSPS AT SN ER T BERE S A — &N > 5
ST A LUE R R GRS AL - etk > NI EAOR LR E N = FER HE > B
L HEERRE A B EEE » ERARKES H T A -
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Abstract

With the growth of the Internet, the ready accessibility and generation of online
information has created the issue of determining how accurate or truthful that
information is. The rapid speed of information generation makes the manual filter
approach impossible; hence, there is a desire for mechanisms to automatically
recognize and filter unreliable data. This research aimed to create a method for
distinguishing vendor-sponsored reviews from customer product reviews using
real-world online forum datasets. However, the lack of labelled sponsored reviews
makes end-to-end training difficult; many existing approaches rely on
lexicon-based features that may be easily manipulated by replacing word usages.
To avoid this word manipulation, we derived a graph-based method for extracting
latent writing style patterns. Thus, this work proposes a Contextualized Affect
Representation for Implicit Style Recognition framework, namely CARISR.
Transfer learning architecture was also adapted to improve the model’s learning
process with weakly labeled data. The proposed approach demonstrated the ability
to recognize sponsored reviews through comprehensive experiments using the
limited available data with 70% accuracy.
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1. Introduction

With the popularization of the Internet and communication devices, information can be sent
more quickly and widely than ever before. However, technological advances have also made it
difficult to avoid incorrect information. Sponsored reviews, which have recently become a
popular marketing strategy in online forums, can provide incorrect information. The intention
of these articles is to give their consumers a positive impression of the product. Some
advertisement companies have even begun to use sponsored reviews as a new method of
promoting their commodities. Such sponsored reviews usually only provide positive
information about a product. Thus, these reviews may hide the disadvantages of a product and

potentially mislead consumers into making an unbeneficial purchase.

As unreliable data may contain incomplete or incorrect information, it is important to
avoid them. Most of the filtering approaches on online social platforms rely on mutual
reviewing from users or human-designed rules. However, no matter which approach is used,
automatic filtering is still limited due to the various methods of writing sponsored reviews and
how quickly information is generated. Consequently, a system to automatically identify these
kinds of information has become an important issue in the information reliability research
field.

In this work, we focus on recognizing the information reliability of review articles on
online web platforms. Review articles are widely consumed by readers in order for them to
purchase the best products. General filtering methods fail to address two main difficulties.
First, current filters are easily fooled if the method only considers word-based characteristics;
writers can simply avoid specific words/phrases to pass the filtering check. Second, there is a
lack of defined and labeled sponsored review article data for testing reliability problems. It is
difficult enough to manually collect these articles, let alone to create rules for automatically

gathering them, because these articles are written by experienced writers.

To address the first issue of keywords bias, this research focused on extracting the latent
writing style of review articles to avoid specific word biases found in word-level methods.
The presented research proposes a Contextualized Affect Representation for Implicit Style
Recognition (CARISR) method to recognize the writing styles of various reviews. The
proposed CARISR consists of an unsupervised approach for generating stylistic word patterns,
which condenses patterns into distributed matrix representations, and a learning-based model.

Sections 4 and 5 describe the details of the stylistic patterns and model, respectively.

The biggest difference between the general methods and CARISR is that the latter
defines two specific word groups, stylistic skeleton words (CW) and stylistic content words
(SW), to capture the writing style information. A set of stylistic word patterns are extracted

based on the constructive relationship of different stylistic skeleton words and content words
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in the sentence. By adopting stylistic word patterns, the experiment results show that CARISR
is more robust compared to the word-based approaches, including neural network methods. In
other words, the contextualized effect representation model is less susceptible to changes to
specific words. Consequently, CARISR has a better ability to deal with the first challenge, that
is, to detect the implicit word usages of advertisement writers.

For the second difficulty, the lack of labeled data, we defined our recognized targets as
sponsored reviews (FERLST), trial product reviews (zE iz 30), and self-purchased product
reviews (E#/(,{530). Since it is rare for sponsored reviews to actually be labelled as such,
we introduced a similar class that is more easily obtained, called official advertisements (/&
#), as the weak label concept for model pre-training. The transfer learning approach can then

be applied to the target label of sponsored review.

This work proposes that the purpose of the sponsored review is more similar to official
advertisements than self-purchased product reviews. This similarity allows for transfer
learning to be adopted in our work. After preliminary training leveraging a large number of
advertisements, the model should have the ability to classify the implicit writing style of
advertisements. Further, we manually collect small amounts of sponsored review for transfer
learning and fine-tune. The proposed model achieves around 70 percent accuracy and shows
better robustness than the compared models, which demonstrates that our framework works

successfully, even with the scarce sponsored review resources.
To shortly summarize this research, we highlight the following contributions:

e To quantify the problem of review articles’ reliability, we defined different levels of
reviews and collect the corresponding dataset for the training model.

e To prevent our model from being defrauded by intentional word selection, our model
recognizes reliability based on the implicit writing style instead of word-level features.

e To capture the implicit writing style, we first applied graph-based pattern extraction to
the review articles. Then, we designed the embedding strategy of contextual stylistic
patterns for the convolutional neural network model.

® To overcome the insufficient quantity problem, we combined the weak label concept and
the transfer learning approach to stabilize the learning process and improve the

performance and robustness of our model.

2. Related Work

2.1 Information Reliability

Information reliability research aims to distinguish whether the given information is reliable

or not. Most of the information reliability research could be consider as credibility analysis on
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news. The main difficulty of credibility analysis is how to find the effective features to
identifying the news is reliable or not. To address the problems, the researchers attempt to
extract different features, which could be categorized as the propagation-based,

knowledge-based and content-based approaches.

For propagation-based approach, social media could be one major domain for news
sharing, the analysis within social media relies heavily on social context features like author
profiles, retweets, likes, etc. Social media rumor detection (Derczynski et al., 2017) utilized
conversation on Twitter to determine the veracity as RumorEval tasks. By modeling the
sequence posts and behaviors on social media, researchers (Kochkina, Liakata, & Zubiaga,
2018; Ruchansky, Seo, & Liu, 2017; Volkova, Shaffer, Jang, & Hodas, 2017) proposed
supervised method to detect the rumors and fake content. These approaches assume that the
footprint and network of fake news are different from real news. Moreover, it has been shown
that the spread speed of fake news is faster than real news (Vosoughi, Roy, & Aral, 2018). The
propagation-based methods rely on social context feature; therefore, it is difficult to capture
enough information for fake news detection right after the newly emerged news. Also, they
are limited to social network for social context features. In contrast, this work studied
reliability only on textual information, therefore, it can recognition the unreliable information

in real time.

Knowledge-based method includes the tradition manual fact-checked by expert and
automatic factchecking (Shi & Weninger, 2016; Shiralkar, Flammini, Menczer, & Ciampaglia,
2017; Wu, Agarwal, Li, Yang, & Yu, 2014). Several organizations, such as PolitiFact and
Snopes, investigate the news and related document to report the credibility of the claim. The
manual fact-checking method is time-consuming and expert oriented, which is difficult to
handle the huge amount of false claim in online news media. Thus, the automated
knowledge-based fact-checking system has been developed. The system will extract the
claims in news content and try to match the claim to relevant data on the external knowledge
base. In our work, we do not count on the external knowledge bases or web evidences; instead,
we extract the stylistic features from articles to automatically capture the implicit style of

unreliable article information.

Content-based methods aim to capture the keywords or writing style of malicious
fabrication news from its content. The advantage of content-based methods is that it can
immediately alarm the reader only from its content no matter the news is newly emerged or
not. Previous works on content-based methods can be categorized into two groups by their
method. One focused on the “textual content classification” (Al-Anzi & AbuZeina, 2017;
Pavlinek & Podgorelec, 2017; Qu et al., 2018; Wang, Luo, Li, & Wang, 2017). It classified
content by “Content words”, which were meaningful and different depended on the content.

The other interested in “writing style recognition” (Gomez Adorno, Rios, Posadas Duran,
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Sidorov, & Sierra, 2018; Rexha, Kroll, Ziak, & Kern, 2018; Stamatatos, 2009) which aimed to
find out the articles that have the same style but different content. These word-based methods
concerned more about the “Function words” and the structure of sentence, which were often
regarded as less important part before. Several research Karimi and Tang (2019); Khan,
Khondaker, Igbal, and Afroz (2019); Wang et al. (2018) has shown the promising result by
taking advantage of machine learning technique. However, Janicka, Pszona, and Wawer (2019)
address the issue that the failure of cross-domain detection, which can be interpreted as a type
of overfilling on the training domain. The work conducts the experiment on four types of
domain including short-text claim, full-text content. generated fake new via Amazon
Mechanical Turk (AMT), and fake news on Facebook. The experiment shows that the model
can fit well in the same domain, but the accuracy drops sharply when testing on the other

domain.

2.2 Text Representation

To represent unique characteristics of different text documents, several features extraction
methods have been proposed. Before the widespread use of the deep learning models, there are
many methods relied on the hand-crafted, lexicon-based and syntactic approaches.

The hand-craft approaches are based on predefined dictionaries or linguistic resources
such as the linguistic inquiry and word count (LIWC) affect lexicon (Pennebaker, Booth, &
Francis, 2007). One of the advantages of using predefined dictionaries is that they are usually
of high quality due to the rigorous process of labeling. However, this also presents a
scalability problem as these features may not be representative of the dynamically evolving

language used.

The lexicon-based approaches automatically extract the representative tokens from
corpus, such as bag of word (BOW) or term frequency-inverse document frequency (TF-IDF).
BOW learns the distribution of word usages to present the corpus. By integrating the n-grams
consideration, the token units of BOW could be extended to n words as phrases rather than a
single word to extract more high-level features. TF-IDF further introduces the statistical
concept to reduce the importance of common tokens, such as “the” and “or”. One of the
benefits of the lexicon-based approach is that are robust to misspellings and the out of
vocabulary (OOV) problems. However, it result in a extreme large size of vocabularies in

memories and the curse of the dimensionality from the sparsity of vocabularies.

The syntactic approaches including part of speech (POS) parsing tree and graph-based
word pattern, which considering the relation among the words. The POS parsing tree converts
words by the POS tags and models the syntactic structure of sentence. The syntactic POS tree
benefits the understanding for sentence, however, the POS tagging process relies on

predefined dictionaries and may encountered OOV and not perform stably for specific
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terminologies or among different languages. The graph-based word pattern approaches
(Argueta, Saravia, & Chen, 2015; Saravia, Liu, Huang, Wu, & Chen, 2018) analyze the hidden
word relation by learning a word relation graph dynamically from the corpus. By adopting the
graph analysis techniques, words that is important in the connection of graph structure could
be extracted and used to construct the n-grams word patterns. As the word graph could present
a longer connection of words than n-gram approaches, the hidden relations among words
could be better preserved. The word pattern derived from graph structure learns the syntactic
features of the corpus rather than n-grams key tokens; the syntactic word pattern is thus
considered as a representation of the writing style. Although the method could learn the
syntactic writing styles from word relation graph, however, the current approaches only
focused on the English corpus. This work aims to leverage the benefits of word relation graph
and propose the modification to extract syntactic writing style features from Mandarin corpus.

In the deep learning approaches, words are embedded as the vector representations by
different contextual learning techniques, such as word2vec (Mikolov, Chen, Corrado, & Dean,
2013) and GloVE (Pennington, Socher, & Manning, 2014). The word vectors preserve the
semantic reasoning capabilities of the word and are treated as the input feature representations
to the deep learning models, such as the sequence-modeling recurrent neural network (RNN)

and the convolution neural network (CNN) which focus on the local pattern extraction.

By integrating the traditional methods and the modern neural network approaches, this
study proposes an approach that leverages the graph pattern features and a convolutional
neural network model to identify the unreliable text information. The proposed model not only
captures the textual and stylistic feature from articles but also has the adaptability for different
writing styles.

3. Contextualized Affect Representation for Implicit Style Recognition

To prevent keyword bias, we studied various writing styles with a focus on frequent word
usages and corresponding co-located words for each writing style. In this work, we adapted
the concept of graph-based pattern extraction approaches to dynamically learn the writing
style of Mandarin product review datasets. This approach has been applied in related works on
emotion analysis by extracting the word patterns for each emotion. In the following sections,
we highlight the adaptation of the graph-based emotion pattern approach to extract stylistic
word patterns as the writing style.

The overall framework, which can be separated into stylistic pattern feature extraction
(titles highlighted in orange) and model architecture (title highlighted in yellow), is shown in
Figure 1. By constructing the word relation graph, the hidden word relations are preserved to
enrich the stylistic words patterns in comparison to traditional lexicon-based approaches. A

weighting mechanism was proposed to learn the significance of each pattern for each style.
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Articles were first transformed into stylistic patterns by encoding each matched pattern and
determining the corresponding score vector, which represents the article’s stylistic pattern. In
this work, the pattern representations were treated as the input of a neural network model for
document classification based on writing style features. The details of the stylistic pattern

feature extraction and model architecture are summarized in the following subsections.

4. Stylistic Pattern Features Extraction

4.1 Stylistic Graph Construction

Given a set of corpuses € = {c} and the sentences S, in corpus c, the sequences of word
are denoted as V;_ in sentence s.. The word graph G, then represents the graph structure for
the corpus set C, such that G.= (V¢, Ec, W¢). Vertices V. is a set of nodes which represent
all the word tokens v in corpus C, and A c is a set of arcs that represents a bi-gram
relationship between each two adjacent tokens. For example, the tokenized sentence “Ff _ #E
K_BAE _ERt R o &% _ R _ EEER LAY _ B AR _1F
_ 1 1’ could construct the following bi-gram relations: “f] — #E7k”, “#E2k — EHH”, “i&
" — f#fite”, .., “BEEE — B, “I§ — | | ”. Note that the under-dash “ > shows how
the sentence is tokenized and the arrow “—” denotes the link relation in the word graph.

For the edge weights W, instead of initialized with binary representation, which is align
with the adjacency matrix, the edge weight Wy,p,; are defined as the bi-gram probability
between two word tokens v; and vj in order to capture the significance of link relation. The
bi-gram probability is designed with a denominator of global bi-gram frequency, the
frequency of all the bi-grams, rather than the degree of word node v; or the frequency of out
nodes v; from node v;. By comparing to all the bi-gram tokens, the word graph could better
capture and compare the global significance for each node. Consistent to the setting of edge
weight, the weighted adjacency matrix M is designed as the matrix representation of the edge
weights W and defined in Definition 1.

By having the weighted mechanism, the word graph G. could have a better ability to

preserve the syntactic structure of words by a graph representation.

Definition 1 (Weighted Adjacency Matrix) Let M be the weighted adjacency matrix that each
entry M;; represents the relation of word pair in the word graph G:

freq(vvj)

Mi,j =

Yvpv v kzl freqi,vy)

)

where the freq() denotes the frequency of two bi-gram words v;, v; or vy, v.
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Figure 1. The framework of CARISR.
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4.2 Stylistic Word Extraction

Writing styles vary from individual to individual. The idea that people utilize different
distributions of words for different topics has widely been accepted in several topical methods,
such as latent dirichlet allocation (LDA) (Blei, Ng, & Jordan, 2003). This work also uses this
concept to extract and decompose the writing style into two elements: the stylistic skeleton
and the stylistic contents. This work assumes that sentence and corpus are constructed by
choosing the words of selected style to form skeleton and deciding the contents words to

complete the sentence structure.

To extract the stylistic elements, two types of graph analyses—centrality and
clustering—were applied to the word graph G.. Each analysis method helps to generate a set
of words: stylistic skeleton words (CW) (i.e., stylistic stop words) and stylistic content words
(SW).

4.2.1 Stylistic Skeleton

The stylistic skeleton represents the fundamental elements of word usages in a style, where
such words should be widely used in all the corpuses of a given style. That is, all of the words
included in the stylistic skeleton of a style should consistently appear in all of the corpuses of
that style. In the structure of the graphical representation, skeleton words that represent a
strong connection to other words are considered suitable candidates for stylistic skeleton
words, as those words act as the fundamental nodes in the word relation graph G¢. Inspired by
Google’s PageRank (Page, Brin, Motwani, & Winograd, 1999), in which nodes with high
connection word nodes contribute more importance than low connection word nodes, the

eigenvector centrality was selected to measure the influence of each node in Gg.

Definition 2 (Eigenvector Centrality) The eigenvector centrality is calculated as:
_1
e; = > Njeve Myj € )

where A is a proportionality factor and e; is the centrality score of word node v;. Let 1 be the
corresponding eigenvalue, the equation could be rewritten into vector form Me = e, where e is

the eigenvector of M.

A word is selected as a connecter word if its eigenvector centrality e; is higher than the
empirically defined threshold 8,;, to ensure the quality of the high connectivity word. The
higher the centrality e; of a word v;, the more important the word is in the graph G.. By the

centrality measurement, a set of connector words with both high frequency and connectivity to
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other high-rank nodes are extracted from the word relation graph G, and considered stylistic
skeleton words CW, such that CW = {cw |ey, > 0,4}, cw € V. The examples of the
stylistic skeleton words in this task (the makeup advertisement dataset) were as follows: “Fk,”
“BN,” “IRE,” “BIE,” and “45571.” The extracted stylistic skeleton words not only contained
numerous traditional stopwords but also style-specific words, which are known as stylistic

stopwords.

4.2.2 Stylistic Content

The stylistic contents represent frequently appearing topics within a style, where topics could
be formed by several separated words (i.e., LDA) or continuous word sequences. Apart from
the skeleton, a topic could be presented by using the words in different ways; however, to
represent the similar semantics of the topic, the topic words are generally interchangeable. For
example, in the makeup advertisement dataset, there are several ways to describe the product’
s effect on skin care, such as “B8 B _ & _ B “PRE W _ AUSE,” or “H
H _ /Kt BE.” In the above example, some word tokens can be changed while keeping
the meaning the same, such as “f&” to “fREE” or “HiH” to “/K#” and so on.

To capture the stylistic content cues, this work focuses on interchangeable word usages.
By converting the style corpus in the word relation graph, the cross connections between these
interchangeable word nodes are discovered. Such stylistic content word nodes tend to cluster
with other nodes that share this or similar concepts. The clustering behavior in the graph can
be measured by a graph analysis factor, namely the clustering coefficient, which determines
how a node interconnects with its neighbor nodes. This work therefore applied the clustering

coefficient to dynamically extract the stylistic contents, as shown below.

Definition 3 (Clustering Coefficient) The clustering coefficient is defined by clustering

coefficient as:

I = Yjrikejhzi, MijX MigXMj g 1

Cl; 3)

Yjrikejhzi, MijX Mi [Vel

where cl; denotes the average clustering coefficient of node v;.

Similarly, the word nodes v; were also filtered by a predefined threshold 6,,; for
clustering coefficient cl; to ensure the clustering quality. During the computing process of
clustering coefficient cl; for each node v;, we discovered that there were many nodes with
high coefficients. However, many of them belonged to local mini-clusters in which the degree

of node was too small, resulting in too many specific words for stylistic contents. A
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post-filtering step was then applied to remove the local mini-cluster and small cluster words
based on the number of triangles tri; of the word nodes v;, where less node triangles
indicated a smaller cluster. With the post-filtering step, a set of qualified stylistic content
words SW were retrieved, such that SW = {sw | cl,> 0., trig, > 04}, sw € V¢, where
0.,; denotes the empirical threshold for the number of triangles for the word node. Some
examples of stylistic content words in this task were “FRfkZs,” “t-FL4K,” “FEFEE,” and “H]

==, =
e Ey

ey

4.3 Stylistic Pattern Construction

With the extracted stylistic skeleton and stylistic content words, this step aimed to construct
the stylistic word pattern template. The stylistic word pattern is designed to capture hidden
word usages in a writing style. For a word pattern, the length / of the pattern can be dynamic;
that is, there may exist a longer stylistic word pattern (i.e., slogans) or a shorter one (i.e., topic
tokens). In this work, a short length was adapted, as a longer word pattern may be difficult to
match in a real-world case.

To construct the word pattern templates P = {p}, the permutation of stylistic skeleton

and content words, CWW and SW, were adopted in our work using the rules below:

o The stylistic skeleton words are required to exist in the pattern at any position as such

words have the top connectivity in the corpus.
o A word pattern could contain more than one skeleton words.

For example, in pattern length [ = 3, each pattern feature is composed of an arbitrary
permutation, such as “cw sw cw” or “cw sw sw,” from the set of CW and SW. The word
patterns are then used to search the corpus set € to retrieve the pattern frequency. The word
patterns that belongs to last 20% infrequent patterns are dropped, as they are not general

enough.

Instead of utilizing the word pattern by exact matching (bag-of-word matching) as
n-gram does, this work adopts a flexible representation to increase the versatility of the pattern
template due to the issue of easily overfitting for n-grams and pattern size consumption.
Compared to the stylistic skeleton words, the stylistic content words are relatively easier to
update or replace (i.e., develop new terms) as these are determined by the clustering
coefficient, which captures interchangeable words. With respect to the stylistic content
characteristics, various words that may be beyond the knowledge coverage of the training
dataset could be used to describe a topic. Therefore, flexible representation was designed and
performed by replacing the SW in the word pattern with a placeholder <*>, which means any

token could be considered in the stylistic patterns during the matching process (i.e., “F <*>

AU, Rl <*> #Y”).
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The flexibility of the pattern (the wildcard representation <*>) enables our model to
possess robust generalization ability, which increases pattern coverage for dealing with
out-of-vocabulary words and slang or coded words used in specific domains when extracting
features during testing. The complete steps for stylistic word extraction and stylistic pattern

construction are formally summarized in Algorithm 1.

Algorithm 1 Stylistic Pattern Features Extraction Algorithm

Calculate eigenvector centrality (e) and clustering coefficient (c/) for topic graph.

Set Opig, Oci, Opr thresholds of centrality, clustering coefficient and number of triangles.
CW-<— a set of stylistic skeleton words
TW -« a set of stylistic content words
for all node vin V do
tri,= number of triangles for v
if e,> 6,4 then
CW—vendifif cl,> 08, and tri,> 0, then
SWe—v
end if
end for
Construct patterns P with the permutation of stylistic skeleton words and content words.
for all pattern p in P do

p = Replace the sw with wildcard (<*>) from p

end for

4.4 Representation of Stylistic Pattern

With the stylistic word pattern, it is critical that how to transform a set of patterns to features
for the classification. One of the traditional ways is to present the word pattern as a set of
bag-of-patterns with the frequency or normalized frequency (probability of occurrence) as the
numerical features. However, such bag-of-pattern representations limited in the current
state-of-the-art deep neural network (DNN) models, which applied several word embedding
techniques to present the hidden information for a word. Such embedding features are very
flexible which could be utilized not only in traditional classifiers (i.e. support vector machine
(SVM) or random forest), but also the DNN models.
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Inspired from it, this work aims to proposed a flexible numerical vector representation
for the extracted word patterns in a pre-training manner which could perform as the initialized
parameters for the classification models. The numerical representation is designed to leverage
the uniqueness of each word pattern for each label, which is the style in this work. The
uniqueness of the pattern for different labels is calculated by a weighting schema, namely
identical stylistic degree. Formally, given a set of corpuses € = {c} and a set of possible
style § = {s}, where each corpus ¢ belongs to a style s, the identical stylistic degree is

defined by three components, which are pattern frequency, inverse style frequency.

Definition 4 (Pattern Frequency) The pattern frequency pf'is defined as:

freq(p,s)+1
1+ cp freq(pys)

pfp,s = log 4
where freq(p,s) represents the frequency of the pattern p in the style s, and pf,s is the
logarithmic scaled frequency of p in all the articles of the style s.

Pattern frequency is designed to capture the frequently appeared word pattern under the
assumption that the more a pattern exists in the corpus of a style, the more important the
pattern is. As the frequency is dramatically different from pattern to pattern, the scale of the
freq(p,s) score may encounter biased due to the large frequency gap. A logarithm function is

thus applied to avoid the identical stylistic degree dominated by pattern frequency.

Definition 5 (Inverse Style Frequency) The inverse style frequency isf is computed as:

1+Xs; e sfreq(p.sy)
freq(p,s)+1

isf, = log ®)

where isf, is the measurement of the rareness of the pattern p in all articles.

The inverse style frequency aims to decrease the importance for the commonly appeared
pattern among many styles. The traditional inverse document frequency in TF-IDF is designed
to examine whether the pattern exist in how many styles. However, the pattern frequency in a
style is able to be treated as the intensity of the pattern existence. This work then refines the
inverse style frequency by introducing the pattern frequency as indicator to calculate the cross

styles uniqueness.

Finally, the uniqueness of each stylistic pattern could be presented by the identical

stylistic degree as below.
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Definition 6 (Identical Stylistic Degree) The identical stylistic degree sd is calculated as:
sdp,s = Pﬂ;,s X isﬁ, (6)

where sd,, s is the identical stylistic degree that represents the importance of the pattern p to
the style s.

With the identical stylistic degree sd,,

stylistic word pattern p for a style s. The stylistic pattern p is then able to present in a

it is able to quantify the uniqueness of each

vectorized form X, =| sd,; |, X,€ R ISI, namely stylistic pattern embeddings, where each
component represents the identical stylistic degree sd, s of pattern p for a style s. The
flexibility of the proposed identical stylistic degree also allows the weighting schema to be

extended when the number of styles | § | is increased.

5. Model Training

In this section, we describe the classification model and the transfer learning procedure.

5.1 Model Architecture

Due to the well performance of Convolutional Neural Network architecture on several text
classification tasks in the past, CARISR was based on Multi-layer ConvNet (Kim, 2014)
architecture, as shown in the bottom of Figure 1. Consider a set of corpuses
C = {cy, ¢y . ,Cy - Cy}, where n € [ 1, N]. Each article ¢, was transformed into pattern

degree matrix X, based on the stylistic pattern embedding described in previous section.
X, = PatternEmbedding(c,), where X,, € R-*ICl 7)

where L denotes the parameter as the threshold for the maximum number of patterns for an
article, and |C| denotes the number of categories, respectively. If the number pattern for an
article is less than L, it will be filled with zero as pattern scores. For the sake of brevity, we
used X to present single instance X,. Each entry X;; in the pattern degree matrix X
represented identical stylistic degree for pattern i in category j, where i € [1,|C|],j €
[1,L].

X is following fed into three paths which are composed by 1-D convolutional layer with
different filter size of 1, 3, and 8. The output is passed through a ReLU activation function
(Nair & Hinton, 2010) that produces a feature map. A 1-D max pooling layer of size 3 is then
applied to each feature map.

a; = ReLU(conv(X, filter_size = i)) (8)
a, = MaxPooling(a;) )
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the above two steps are simplified as following equation:
a, = conv_block(X,1) (10)

where i denotes filter size. Stacked with three conv_block, the results were concatenated

together and passed through two fully connected layers of dimensions 256 and 16 in order.

a=0,Paz;Dag an
dy = ReLU(W,a + b,) (12)
Classification: s = softmax(Wyd, + by) (13)

where @ denotes the concatenate operation, @, is the output of stacked block which kernel
size is i. We used softmax to get the probability of each category and used cross entropy as
loss function. In order to prevent overfitting to training data, Dropout was applied to
convolution layers and fully connected layers. The corresponding dropout rate is 0.5 and 0.7.
The L2 regularization is also applied in the loss function, and the coefficient is 0.05. We chose
a batch size of 64 and trained for 12 epochs using Adam optimizer (Kingma & Ba, 2014). We
used Keras (Chollet ef al., 2015) to implement the CARISR architecture.

5.2 Transfer Learning

Due to the difficulty of collecting labelled sponsored reviews and self-purchased product
reviews, a limited dataset was available to train the classifier to distinguish sponsored reviews
from self-purchased product reviews. Inspired by the idea of transfer learning, we predicted
that the flexibility of the proposed stylistic patterns could enable the proposed model to be
transferable. This research thus proposes a two-stage training process to recognize sponsored

reviews.

In the first stage, a large amount of advertisement and product review data were collected
as weak label data to pre-train the CARISR model. In terms of writing styles, advertisements
are designed to highlight the features of sale products, while sponsored reviews are written in
a manner similar to trial reviews. However, sponsored reviews are considered a special kind of
advertisement, as they aim to both introduce the product and spotlight it. More specifically,
both advertisements and sponsored reviews have the same objective, which is to advertise the
product in a positive manner. In other words, the model could learn the diverse writing styles
of advertisements in the early stages (learning from advertisement) through the weak label

pre-trained procedure.

In the second stage, the transfer learning concept was applied to fine-tune the pre-trained
model with what little sponsored review data were available. Having the prior knowledge of
the advertisement writing style, the model could more easily learn to distinguish sponsored

reviews. To fine-tune it, the parameters of CNN blocks were fixed, and the first fully
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connected layer in CARISR was taken as the feature vector of articles. The feature vector was
fed into another fully connected layer to examine the transformation from feature vector to
classification result. This approach allows CARISR to distinguish sponsored reviews from

true product reviews.

In this two-stage transfer learning process, the model’s feature representation improved
thanks to pre-training with a large amount of weak label data. It learned to distinguish the
writing style of sponsored reviews and product reviews through fine-tuning with the small
amount of true label data available. Based on the training process, we predict that even with
the lack of true labeled data, the model could still perform well and avoid overfitting.

6. Experiments

6.1 Data

To distinguish the sponsored and product review, this research utilized the transfer learning
concept which leveraged user reviews and advertisement articles as pre-training corpus and
fine-tune the model with sponsored and self-purchased product reviews. For the entire training

process, two datasets are collected and introduced below.

The first dataset was collected from UrCosme, a famous makeup product review website
in Taiwan, with three classes Self-purchased product review, Trial product review, and
Advertisement, where the three classes are tagged and verified by UrCosme. It has total
194,099 makeup reviews from 17,006 users from 2015 to 2018 June and includes 22,094
products and 4,594 articles from 498 brands.

The second dataset was from PIXNET, an online social blog in Taiwan, makeup
product-related articles are collected with three classes Self-purchased product review, Trial
product review, and the target Sponsored review. Since there are no article tags provided from
PIXNET, several rules are defined for identifying the three classes. Firstly, the Sponsored
review are the articles which contain the URL links with specific blogger’s identification
tokens. To trace the web reference from which bloggers to the product web page, this kind of
URLSs are widely been used to record the number of clicks and make profits to the bloggers.
The text content from articles with specific URLs are collected with the Sponsored review
label. Second, based on matching the keywords, “#3f&” and “z, ", to label the Trial product
review and other normal product reviews are labeled as Self-purchased product review. After
categorizing the articles, we manually pick 125 articles from each category as the PIXNET
dataset and cross valid the dataset with 5 experts. To prevent our model learned from the
specific contents, all the clues (including URLs and keywords, tokens that have used to create
labels) are removed in advance.

Due to the lack of the sponsored review, the UrCosme dataset is considered as the weak
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label dataset for the main task, the classification of sponsored and product review. The
PIXNET dataset is treated as the ground truth dataset as it is labeled by manual efforts. The
detail data distribution of two datasets are shown in Table 1 and Table 2. The experiment 6.3
takes the training part of the UrCosme dataset for model pre-training but evaluates on the
testing part of PIXNET dataset. In experiment 6.4, the completed PIXNET dataset is involved
for evaluating the pre-training model from UrCosme dataset. For experiment 6.5, the PIXNET

dataset is down sampled following the ratio 4:1 for fine-tuning and evaluating.

Table 1. The data distribution of UrCosme dataset.

Total Training Testing

Advertisement 9,681 9,681 2,423

Trial product review 87,508 10,000 2,423

Self-purchased product review 106,591 10,000 2,423

Table 2. The data distribution of manual labeled PIXNET dataset.

Total
Sponsored review 125
Trial product review 125
Self-purchased product review 125

6.2 Baseline Methods

To represent a text corpus, the term frequency-inverse document frequency (TF-IDF) has been
widely used in several text classification tasks. It could automatically learn the important
n-grams from the corpus and present the corpus based on the extracted important n-grams.
Represented by the TF-IDF features, all the articles were transformed into TF-IDF feature

vector with 2500 dimensions for the extraction of the important n-grams.

In deep neural network (DNN) approaches, a text corpus is frequently represented by a
sequence of the word vectors, namely word embeddings. The word embeddings could be
either provided by a pre-trained word vectors or derived by the DNN models during the
training procedure. In this work, a pretrained 400 dimensions word vector from YZU NLP
Lab’, trained from traditional Mandarin Wikipedia, were applied as initialized representation
to present the words. The word embeddings were set as trainable to be fine-tuned in the

learning procedure.

For the classification model, both traditional model and DNN model were applied in our

! http://nlp.innobic.yzu.edu.tw/demo/word-embedding.html
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work, which were the Logistic Regression (LR) model and the Long Short-term Memory
(LSTM) model. The LR model learned a specific weight for each dimension of the features,
which could provide a more interpretable explanation for analysis. For DNN models, the
text-CNN and LSTM were applied in the experiments. The text-CNN (Kim, 2014) considers
local word features by n-gram windows. By adopting multiple convolutional layer, model
could summarize the local word features and representation the corpus. This work set the filter
size of convolution layer as 3, stacked 3 convolution layers and following with 512,128 dense
layers for feature summary. The LSTM model takes the input word sequence in a word by
word manner and models the words relation step by step. In this work, the bi-directional
LSTM with attention mechanism was applied which achieved several state-of-the-art
performance for many NLP tasks. The LSTM model was connected with a 128-dimension
fully connected layer for feature summary. For two DNN models, the categorical predictions

were done by the Softmax activation function for feature summaries.

6.3 Weak Label Classification Training

In the first training stage, all of the models were trained to distinguish the three different
classes with the UrCosme dataset as weak label pre-training for the main task, which was the
classification of sponsored and product reviews. After the model pre-training, the testing data
from UrCosme was applied to evaluate the pre-training performance, the results of which are
shown in Table 3. Overall, the proposed CARISR did not have the best performance in the
first stage of the training process compared to the TF-IDF baseline method and LSTM-based
models. However, after analyzing the weight of the model, we observed that the baseline
method result was easily influenced by specific keywords. An example from a real article is

discussed below:

i UrCosme B SK-11 » ;EFCZH BB FEIIFHE ) Hrimkd) !
EHIAELFERFHE 0.7mlx 28 EIEH] 77+

« FORERIE R » TE(E/ SK-1I ZER 2B FEHE » FHET RS ~ EHE
TIRE ~ HEE -~ LEEFAAFEE -

. EE A H ERFEIT ISR EEE RIS R BT
IR IREHE LAFHER - A EIEELFEIG R ~ FILE - FEEF
B AFEYIRATECR | EEETEX - UGS 2 AN E B
T HIEEAARSET  BHLliE  GHEIER ]

Thanks for UrCosme and SK-II for inviting me to join this campaign!
How to use SK-1I Facial Treatment Essence 0.7ml * 28
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After cleaning the face, apply SK-II Facial Treatment Essence can keep your face

moisturized, brighten and firming.

then... ... it makes my skin without stinging, literally, once applied the essence, it
spreads easily and gets absorb quickly into the skin, besides, my skin felt moisturized
without any greasy feeling. Continuing using for 2 weeks, my skin feels more
brighten and firmer. I am really satisfied with this product and will order again once

1 run out!

The example articled was a trial product review, which it was correctly classified as by the
baseline models but was incorrectly classified as an advertisement by the CARISR model.
Although this article was misclassified as an advertisement, the writing style of the article
showed more similarity to an advertisement than a real review by human judgement. By
analyzing the weight of each term in the LR model, the result showed that the model relied on
some specific terms, such as activity CHE)), satisfy Cii=), and invite (3355). In this example,
the model would be easily misled by malicious writers due to these specific terms.

Based on this example, although the accuracy of the CARISR model result was lower, it
gave greater consideration to the relation between word structures in the article as a whole.
The following experiment shows that the CARISR model was better able to resist the

influence of specific terms.

Table 3. The classification result of four methods on UrCosme dataset.

Method Avg.F1-Score Ad.F1-Score
TF-IDF 0.79 0.97
text-CNN 0.79 0.98
bi-LSTM-attention 0.82 0.98
CARISR 0.70 0.97

6.4 Sponsored Review Testing

The pre-trained models were evaluated with the testing data from the weak labeled UrCosme
dataset discussed in the previous section. The pre-trained models were evaluated with the
human-labeled dataset; that is, the reviews from PIXNET were used as testing data with the
advertisement label in UrCosme replaced by sponsored review label. As shown in Figure 2,
although the baseline models had better performance using the pre-trained settings, they
performed worse than CARISR using the PIXNET dataset. More importantly, in the
classification of sponsored reviews, baseline methods could not successfully differentiate

sponsored reviews. This indicates that the baseline models had a good ability to learn but were
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hampered by the overfitting issue when using the training dataset. The main reason for this
was that the baseline methods relied heavily on specific terms as clues, which resulted in the
models not being general enough to apply to different testing data, even data from the same
domain dataset (in this task, both were sponsored makeup reviews). Instead, CARISR
leveraged the stylistic patterns to keep the features of sentence structure and writing style
rather than only specific keywords or n-grams. Therefore, even if the testing dataset was

slightly changed, the model was still able to determine the advertisement writing style.

In real-world sponsored reviews, malicious writers usually pretend that the advertisement
is a self-purchased product review. Many words used in commercial reviews usually appear in
self-purchased product reviews; therefore, it is easy for them to avoid detection if the model
relies heavily on specific terms or baseline methods. The proposed model, CARISR, was

better able to avoid this problem, making it more suitable to real-world situations.
Test on PIXNET

0.7

M TF-IDF I text-CNN M bi-LSTM-attention [ CARISR
0.56
0.42 0.42 0.42

0.28

0.14

0

Sponsored AVG
Figure 2. Comparison of TF-IDF, text-CNN, bi-LSTM-attention, and CARISR
when applied to the PIXNET dataset. AVG is the average F1-score for all three
categories, and Sponsored is the F1-score for sponsored reviews.

6.5 Transfer Learning with Sponsored Reviews

According to the classification results presented in the previous section, CARISR
demonstrated the ability to recognize the latent writing styles of sponsored articles. Transfer
learning was applied to fine-tune the DNN models to boost its performance based on a small
number of manually collected sponsored reviews on PIXNET. One-fifth of the PIXNET
dataset (25 samples for each class) was kept for the final testing, and the rest of the data were
utilized for fine-tuning (100 samples for each class). Note that the TF-IDF model was

excluded from this section, as it is not able to perform standard transfer learning based on the
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TF-IDF and LR algorithms. The experimental result, labelled Transfer-3, is shown in Figure 3.

All three of the tested models manifested better performance after adjusting the
parameters using transfer learning. For three-label classification, the text-CNN,
bi-LSTM-attention and CARISR had Fl-scores of 0.21, 0.47 and 0.51, respectively.
Furthermore, our analysis found that a large percentage of collected sponsored reviews were
very similar to advertisements. This may be the reason why the CARISR-Trans3 did not
perform as well as expected.

Therefore, we conducted another experiment that only used sponsored reviews and
self-purchased product reviews, as checked by humans, to build a binary classification model.
As shown in Figure 3, with the application of two-category transfer learning (Transfer-2), the
CARISR Fl-score was improved to 0.70 and outperformed the bi-LSTM-attention by 0.07
points.

Transfer Learning

0.8
[l text-CNN B bi-LSTM-attention I CARISR

o6k 0.63

0.48

0.32

0.16

0

Un-tuned Transfer-3 Transfer-2

Figure 3. Comparison between original method and transfer learning. Transfer-3
indicates the result of the models after fine-tuning using three categories:
sponsored, trial product, and self-purchased product review. Transfer-2 shows the
results of the models after fine-tuning with only sponsored and self-purchased
product reviews.

7. Conclusion

This research mainly focused on quantifying the reliability problem that results from
sponsored articles on popular Mandarin forums or websites. To address the problem with
limited labeled data, we first proposed a framework, CARISR, that combines weak label and
transfer learning methods. CARISR can learned implicit writing styles from weak label data,
and it can be further improved by transfer learning with minimal amounts of manually labelled
data. Thanks to its graph-based feature, CARISR is not only more robust, but it also has better
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generalization compared to the traditional token-based features. Experimental results showed
that our model can correctly recognize around 70% of sponsored articles from the

human-labeled dataset.

Our work provides a new perspective on and further improvement to reliability tasks. In
the future, we plan to merge graph-based and semantic features to capture more underlying
meaning in context. Meanwhile, the enrichment of stylistic word patterns could also improve

model comprehension.
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PRICIm e IR A AR RS I B RE e R e
An Investigation of Hybrid CTC-Attention Modeling in

Mandarin Speech Recognition

SREH R - BRE -~ B

Hsiu-Jui Chang, Wei-Cheng Chao, Tien-Hong Lo, Berlin Chen

T

AT AR i ¥ Ui (End-to-End )58 5 HREAY (R B » AL T3P 54 S Wiy gE &
TR o I hmsE F W > R EWNE B o A R B
(Connectionist Temporal Classification, CTC)EH ;3 5 J7f5 %I (Attention Model) » A
SSCE G & ARTRERTEAERIE) CTC-Attention S 2 U pASEE 8 5
R 1 DUTRE HE 25 1 5 S MRRIOARE - Foltt - ERIPISTAT BURLAE 20
RAHEEREIE 0 SHET CTC-Attention SEABUIEST 0 1 1IHEM
RS AE P Sl E SRR Y B B dd R AN 4R SR BT TDNN-LFMMI
A » CTC-Attention & & AI{E B A8 FA NG - o] B ARG — M 1bAE
(Generalization) °

Abstract

The recent emergence of end-to-end automatic speech recognition (ASR)
frameworks has streamlined the complicated modeling procedures of ASR systems
in contrast to the conventional deep neural network-hidden Markov (DNN-HMM)
ASR systems. Among the most popular end-to-end ASR approaches are the
connectionist temporal classification (CTC) and the attention-based
encoder-decoder model (Attention Model). In this paper, we explore the utility of
combining CTC and the attention model in an attempt to yield better ASR

performance. we also analyze the impact of the combination weight and the
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performance of the resulting CTC-Attention hybrid system on recognizing short
utterances. Experiments on a Mandarin Chinese meeting corpus demonstrate that
the CTC-Attention hybrid system delivers better performance on short utterance
recognition in comparison to one of the state-of-the-art DNN-HMM settings,
namely, the so-called TDNN-LFMMI system.

AR © CTC - Attention ~ Ui ¥fim o SCRE = MG ~ A0 UMk

Keywords: CTC, Attention-based Encoder-Decoder, End-to-End Mandarin
Chinese Speech Recognition, Short Utterance Recognition

1. 4&5% (Introduction)

PEE T 2R RE BRI R 2R MBS WER b RS s 45 &
A FefE R (Deep Neural Network-Hidden Markov Model, DNN-HMM) (Hinton et al.,
2012) B 4R Y & B R & 5 Y 45 & P2 ek =% 7] R #5128 (Gaussian Mixture Model-Hidden
Markov Model, GMM-HMM) (Rabiner, 1989) (Gales & Yang, 2008)fHLL » fFF R
(Character Error Rate, CER) {1548 554 (Word Error Rate, WER)A T KB T - 2R1M »
%5 DNN-HMM CLHUS R EEATRCER » {H DNN EEEL R (4654 7555 K] F 5B 5 (S 9% 2 B
RFEPEAT GRS > By T AP e 2 S - R EM I A T BRI A4 (Recurrent
Neural Network, RNN) (Hochreiter & Schmidhuber, 1997) (Gers, Schmidhuber & Cummins,
1999) 5z & 55 HAEC B (Long Short-Term Memory, LSTM) (Graves, Mohamed & Hinton,
2013) (Graves, Jaitly & Mohamed, 2013) (Sak, Senior & Beaufays, 2014) (Sak, Vinyals &
Heigold, 2014) (Li & Wu, 2015)2H sl Z2AEAY - i2 R S A0 B DNN AH[E » £E5/ SRS
72 S i/ NAE B J#(Cross Entropy, CE)AYAERI] » i B L gES0F i — 2045 & 71| =8 71l =X
Il 4% (Kingsbury, Sainath & Soltau, 2012) (Vesely, Ghoshal, Burget & Povey, 2013){5-%I| 5 4F
HIBERR S -

SE W AT LA — TP S R SRR » R AR RE S ek e L Y S e
TE(RSE S Wk asVE Ik R - Rl AR ~ SRS R 385 5e BURS ER - 3l HLAES)II %R
DNN 7 » 215 E M TE 3| 4R07 GMM-HMM i 5 8157 i i B 5 - PRI B ZEEE 7MY T
BRI EE o HRINMESAIEE S Wk S8 > CTC 3l a6 HIj (o 15 A BRI m ] ey B R R
1 PR A A iy L 3 FE B Y 7 (Character) 3 3% 25 (Phone) (Graves et al., 2013) (Graves,
Fernandez, Gomez & Schmidhuber, 2006) » &£ FE R & # K CEE AF 3000 /NIF)ESFES
B % FE S BE 5 (Soltau, Liao & Sak, 2016) (Li, Ye, Das, Zhao & Gong, 2018) » il H {Ff#HE
R A BB S A ERAVEUEN 2 RlmEimavdl 9 7= - S5—J7H » A& CTC
Ui B S AU AT R - HESY Attention HYMERR I HIAC A RS LA B2 B FH A 2% (I B 75 IS
(Bahdanau, Cho & Bengio, 2015) (Xu et al., 2015) » (Chorowski, Bahdanau, Serdyuk, Cho &
Bengio, 2015)thi% FEAE AU JE F A GE 5 WAV b 558880 CTC #Y WER - {E1&4EH
MEE TR T FEREFERIVENL T » Attention I WER & 22 58 18 T HHE SRR 4T
iy CLDNN-HMM ###I(Convolutional Long Short-Term Memory, Fully Connected Deep

o
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Neural Networks, CLDNN) (Chan, Jaitly, Le & Vinyals, 2016) °
BIE AT 0301 07 S ATHBERA 475119 DNN-HMM 31 R B L 7E D R T
LRSI B4R DNN-HMM 8045 —Ey2280 - At > (Kim, Hori & Watanabe, 2017)
(Watanabe, Hori, Kim, Hershey & Hayash, 2017) » {§iFf§ CTC-Attention f&%J (Hybrid
CTC-Attention Model) © 3% /7% B45& CTC Bl Attention FEIUAY (T ELE 284S » HINE
A CTC Jl#H Attention FEATAPTT SRR (Misalignment) 2 U s AR - £F(Kim et al,
2017) (Watanabe et al., 2017){J & a4 S EE 1R » CTC-Attention fHEAI R/ D E BRI T » BEH
FRETHE 2R DNN-HMM FERIFHEERA - R AR S AN A i th
e MRS 7 25T - PRI ERAT 3 F
1. “R[E] Attention #EHIVHERAE R © I RAAEREEEERGE R T 383 Coverage Location
RUSREL Location #HiI4T » iR A BRI Z -
2. CTC WREEE N YRGS R 2 2 8 —RORERIEIL T » L5200 S 2 R B A R m
#4575 CTC =X, Attention fEHY -
3. CTC-Attention JE &R FIsE A HE 2 2 8 1 FAWRERERS b - EEHIERHY CTC #E
EEREHSE > o] IS BRI ITRE -

2. 7374 (Method)

2.1 CTC (Connectionist Temporal Classification)

GE—BRRER T WEEREFY X K—EEE LERFY] C» HfC={ceU|l=
1,.., L} U BAEERESREES - A H CTC 5 A THHIMYZE A - (F AR 53 52
BEEEAVERT Y FR RS = {s,eUU {< blank >}|t = 1,..T} - X ¥JE C AYTRERIK
AR AY

P(CIX) = Z P(C|S, X)P(S|X)
S

~ Zp(cmp(sp() (1)
S

HIFY CTC fREscs— R RV S i A S EF 7 R R(F1r > NEEP(CIS, X) = P(CIS) > H
P(CIS)ATLATH Ry CTC ARERAEAY > AT LL53 Bl H R 2 #(Bayes’ Rule) ~ 8574 (Chain
Rule)FERH  H &M A PRI BILAVERE T HER Fy -
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P(SIC)P(C)

P(C|S) = P(S)

P(C
np(5t|5t 1C) PES§ ()

He o PO R FRIEAINEES AL » P(S) R —IREEATSERMER > P(s,|s,—q,C) Rk AESH
Bt Ry T (A2 O - CTC K EAlERE L VEEEA51 C 3%l
c¢' = {< blank >,c;, < blank >,c,, < blank >, ...c. }
={c';eUu{<blank >}l =1,..2L + 1} 3)

TREEERS D (5501, C) FILAFR 1
1 s;=cjands,_; =c'; for all possible |
P(se|se-.C) 1 s;=cjands;_; =c'j_4 forall possilble l
sy =c'pand s;_; = ¢';_, for all possible even |
0 otherwise
HARFP o3 i Ry By HMM /Y 5 3R (Self-loop) - 8% 22 T —IRR& - i1 255 =(EALEAEL R
EEIT H' Joc, BRI IR RS S Bk blank jiRER » WI[E T EIRYFRELSRE

“

& 1. CTC friizig
[Figure 1. CTC’s topology]

)7 > P(SIX) By CTC B E25 AN > gz UARIERHR - A A BRI EIL R AT AR
REy

T
P(S|X) = 1_[ P(s¢|S1, ) Sp—1,X)
t=1

T
~ 1_[ P(s:1%) )
t=1
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H AP (s¢|X) Ry softmax HthHYEER > &r Baliz((2) ~ 2(5) » A/ LIGE]

T
P(O)
P~ H P(stlse-1, OOP(sel) iy ©
i CTC ) E e BoE M R erre » L TTE# A
T
Pec(€1X) = ) [ [PCsilsecr, ©OPGsel) )
$ t=1

3R CTC B ARk il 7 5 B/ MBS R i (Loss Function) f#/2—In P (C71X)
C* Ryl SREE MY IR 15 i S AR SR > 18I e BGEU N FRIH i ) AR SR AT REOK: -

2.2 Attention f&EAI (Attention-based Encoder-Decoder Network)
FRHIF CTC B H B IE T FFRIR BT Attention F5EHY B #2 if ) SRR HE S
TR IR » HEEERATERS

L
Pt (C1X) = nP(CﬂX; C1:1-1) (8)
1=1
P(c|X, cy.q—1) FT LA NHIAFHES ¢
h: = Encoder(X) )
¢ LocationAttention:
Fl =K * a;_q (10)
thanh(%ql_1 + Whht + Wfflt) (11)
€ r =1 CoverageLocationAttention:
Fl =K % a;_q (12)
v =Y al (13)
\ g tanh(W, q;_1 + Wihe + Wy fie + Wyvy,) (14)
exp(yeit)
Ay =——— 15
™ Siexp(rer) (15)
ry = Yioahy (16)
p(c;|X, c1.1-1) = Decoder(ry, q,, ¢;—1) (17)

Hrheky Encoder HYFEHGIRAE & > ay /s Attention HYMEE e /E Softmax 152 > ifij v
FygREEMEEERY Sharpen Factor » A o #5H Decoder MYREEGRAERIE Q-1 £ Query &
MR Key-Value hf5%ley > g~ Wq ~ Wy ~ We ~ W B ]I SRIVEIE S8 - Fi ks
Location Attention f#F(Chorowski et al., 2015) 51 fH— %38 FE @ K B2 #8517 Attention [H]
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& {aq, 0y, ...q_q REEW R E8EE > FI={flL, {12, ..., fIT} ° v B Coverage Attention |
(Watanabe et al., 2017)H & F 4 $%:F7A Decoder #EE1 Attention FEEE 3 i » AL %]
Y H HY7&A7 SE RE# K /D 4 A 85 3% (Insertion) i i3 £ 3% (Deletion) Yy Hi 3R » DLz I B AKAY
WER =Y, CER - Attention 5| SRHF 48 2 B th [E A 75 2 i/ IME— In Pt (€| X) - Attention
FEAUEL CTC B 2= BAT R AT 5T B 0 5 O K (N 7 -

2.3 CTC-Attentionf&E! (Hybrid CTC-Attention model)
PR SES BB S HE RS 7 L AR » BT DA CTC o S A {18 3 A 0 I S ol HH A BT MR
TEBZALRE - 55— 5T > Attention FEA A E IR B HH Y A2 B A BPRS AL S 8 AT E S - (Kim
et al., 2017) (Watanabe et al., 2017)iF & CTC BAEKEME AEEEILEL » & Attention f&
I CTC 45 E1ELTHEE - @47\ (R Attention FEAYYESS > WEEH X
= Attention A UG G ERFE B PR SRR RGRE - 45 & 70(7) FzX(8) » CTC-Attention JE &
TR A7 38 A 1 4H & WA RIS 1 B A o LIk A9 5 iR ] DAZRORK

Lyor = —(AUnPe(C1X) + (1 — DinPyy (C1X)) (18)

Hrep A0VEE R 0 <A < 1> MAEMEMEERE - > I ERFEH CTC K Attention Y
Ho IRRE

logp(cnlcl:n—b hl:T')

= alogpcic(cnlcin-1, hyp) + (1 — a)logpase (cnlcrin—1, hypr) (19)

2.4 BEEEERAR] (Acoustic model)

KR AT B A Encoder Hi73(E AV 2 RIEHY VGG Jg il | /\Jg Long Short-Term
Memory Projection(LSTMP) » LSTMP (Sak et al., 2014)72 LSTM HIYH » @il &
ARHE— B AL LSTM HYZRERIZLAE « 1 VGG B (Chan et al., 2016)fY < FIEAIHY LSTM 45
T&1E Ry Encoder AHLL » (] VGG AR AE(Watanabe et al., 2018)3B7 T £ KL HUIF L &
BN EAH LSTM KL FAFTER I VGG-LSTMP {E & Encoder 5S¢ B AH T ZLRE AR 2
Ho X A ARHE > C REMNFER P - ISEUERRADE R = » S8
EEISHE 23 izl 19
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Projection layer |
1 1 ¥ 1
BLSTM |
t t t t
Projection layer |
1 1 1 1
BLSTM |
1 T T T
[ VGG . |
T t t
Lo T 4 VGG 4 i |
e 2 [ )

[B] 2. CTC-Attention &4 fE7401%
[Figure 2. Hybrid CTC-Attention model architecture]

3. BEpGE R E M (Experiments and Results)

3.1 EEEERIBIEE (Corpus and Setup)

RS E R AVEER R B aRat il - B BB 1 S U SR R AV SRR - H
SR SRR+ TR — M S BT o e s TIOR3 )9
KRB ER A B R B - (1« 3o I - ARy Sismt » &
HAYEME - HallSREF 230 /NI - MOHEEERATE 2.6 /NSRS EHRITANS - SIMNER
—H#ASN 3 /N ADHIER R - HNE R 2 R AEs)ISREE R R i R AV A 450 - (RS L
B -

L ERVETNGEE ~ JEE M B i

[Table 1. hours of training set and test set ]

BRI B &k

s LE 230 367434
HIEEE 2.6 2306
(SRENERES 3 2809

FHEE - FAFIE T 80 4EHY Filterbank il Pitch Hjgl 5 BEELHAYES 7 » FRAFIE N
& VGG Jg . /\z LSTMP {F & Encoder » LSTMP &4 320 {f B 5T > Decoder Z547HI
fHFH B g 300 {E B CHY LSTM » 41[E 2 Fiir~ © Attention 14745 5| £y Location Jz Coverage
Location o g5 A3 Fe M HF I SR R AV S F Ry sBitall SR - 4R 3 RNN SES A -
FI4REF CTC FEERLE 0.5 > ARSI A (Watanabe et al., 2017)fY 65 H0A M A1 1
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Shallow Fusion (Gulcehre et al., 2015)#y 775 » f&i ABHSMYRE S BT B AR EE RS I
SUEE » B AE _F{# F Espnet (Watanabe et al., 2018) T H. » 5548 B3t T Kaldi (Povey
et al., 2011) T  H & {F i i =8 1 & 49 % (Time-delay Neural Network, TDNN)%E &
Lattice-free Maximum Mutual Information (LF-MMI) (Povey et al., 2016 )]l 4§ iY 2 ELFE R B
It ¥ e B AR RS P

3.2 EERGEE (Experiment result)

—e— location
—a&— coverage location

28

274

25 4

24 1

0.5 0.6 0.7 0.8 0.9 10
CTC Weight

0.1 0.2 0.3 0.4

167 3.7/ CTC JEE L A5 CER #IZEE

[Figure 3. Character error rate when using different CTC weight in test set]
3 fifi Uk CTC HyREEE - el Uk CER. it CTC HyRE B A MRt 2 n] AR B
WMAAERN T XEARNENRELLES - HEBGERGH - M3 Location
Coverage Location Er#8FifEEEfy 0.5 (FHENEE FRIRL  MiEERE CTC 22
Attention #}{# CER A _FFH#E: - & CTC HEEE Fy 1.0 B Al Ry {34k CTC Y » 77 EfiE
2 5y 0.0 B By {847 Attention %Y - 52— H] » Coverage Location {F{F—FE8 ~NH CER &
EE Location Attention BRI > [RIFEFRATHE— L3 Hr HRIESE IR -
F& 2. /a] Attention F#7y7eEE

[Table 2. Different attention mechanism performance in test set]

Attention CER #Deletion #Insertion
location 24.7 3637 1474
Coverage location 23.7 3378 1467

FHIE 3 B0 CTC AYREERS Y 0.5 BFEL CER Fyffl > NULR | ek e T HyHas
3 > CER 437l B 24.7 ¢ 23.7 - FEEERAVEE RS > FMI3EBH Coverage M HIIIEAI R
% > FEASHREL N bR EE A Lo e — 2 HeE AN IAE CER | - H P aTEER
R Coverage #il] > 5z im0 T AU HY R B 78 S 2 EE S ENEE S R -
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5391 TDNN-LFMMI R IR SEAY CER By 17% > AHELZ N RFIRV AT A P 22 -

-8~ location
—a— coverage location

CER

0.1 0.2 0.3 0.4 0.5 0.6 0.7 o.e 09 10
CTC Weight

B 4. T/ CTC EEE AT R CER #IsEF
[Figure 4. Character error rate when using different CTC weight in external short
utterance test set]

EERNEET > FFTEEIMNLE CTC-Attention JE S A G AR LRI
FHiE 4 o] UG FIEE—HEE T HY CER » BLFiT—{EHIEN AV E BafEZ » Location HHIHYEE
HIRZ if#s Coverage Location #F - #iHIE [F R A]GEfE R 55 A 850 » {15 Coverage Location
AR A3 Coverage HEHIAVIER » RIMFRIAIE < M CTC #EEf 1.0 IF - BIEFEH
CTC figtly > MTEER RS Ry fERIA > HIRATTREERY CTC MR By T fifd vl H iy S
FR AR/ N i AR B R A IE DL M e E T 1 Attention #5548 » 7, HAFH " 41[](Chan et al.,
2016) HYEERSES & MEEE I BLE| SREE A f 8 722 SRR IS il 2k Y CER 87257 %
SRR By CTC EEEY T E) 1 > tLIEF| CTC-Attention R & AR ER EEFEA) &
TP

7& 3.7 /] Attention SE#)F T T HEE 250

[Table 3. Different attention mechanism performance in in external short utterance
test set]

Model CER
location 64.8
Coverage location 67.7
TDNN-LFMMI 85.5
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4. GEsmEERAESY (Conclusion and Future works)

AT am S ERET T WA Y U a2 WEeRAY 0 U774 AR CTC-Attention f5 RURE B ¥ 55 4]
= 6 A W S U S o e % B AE 46 5E A W B CTC-Attention 5% Y AH R (€ AH &2 1>
TDNN-LFMMI (YN - [FEF B A RESIEEE 1) R L B B R ry 58 - 55
—J71 A6 H AP EAF R TN B AR RGBS A R AR R AR Y R -

AT RAE Fp 5 e IR A o B2 42 I EF 2 (B AL FII SR Y 5 75 W (Pereyra, Tucker,
Chorowski, Kaiser & Hinton, 2017) » gE%#E % Overconfidence » L 5z Cold Fusion (Sriram,
Jun, Satheesh & Coates, 2018) {5l %F%E S AN A THSLFISREE S HA » DL EJT/AH AR
5 EIFAD AR B HOR S - FRMHEAR SRR ISR R E AL T - AR - 1F
sE = A AR A B A sl SR 825 LAY MITEE IR » 67 52 RE 1 B ah A DR BRI M T S ixf%
B R T A ERESI T 2 E SR [E Y Attention % - DU A B AVFH A A P 22 i
R EERERE S R AR - DABARF AR SR BE 1S B (R AV F S5 5R 2 -
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