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Abstract

We present here the enhancement of the
Romanian wordnet with a new type of in-
formation, very useful in language pro-
cessing, namely types of verbal multiword
expressions. All verb literals made of two
or more words are attached a label specific
to the type of verbal multiword expression
they correspond to. These labels were cre-
ated in the PARSEME Cost Action and
were used in the version 1.1 of the shared
task they organized. The results of this an-
notation are compared to those obtained in
the annotation of a Romanian news corpus
with the same labels. Given the alignment
of the Romanian wordnet to the Princeton
WordNet, this type of annotation can be
further used for drawing comparisons be-
tween equivalent verbal literals in various
languages, provided that such information
is annotated in the wordnets of the re-
spective languages and their wordnets are
aligned to Princeton WordNet, and thus to
the Romanian wordnet.

1 Introduction

The Romanian wordnet (RoWN) is a rich lexi-
cal and semantic resource. Its development fol-
lowed the expand method (Vossen, 2002) and
started within the BalkaNet project (Tufis et
al., 2004). Alignment with Princeton WordNet
(PWN) (Miller, 1995; Fellbaum, 1998) was a con-
sequence of this working method and has always
been one of the objectives whenever new synsets
were developed for enlarging the RoWN. Con-
sequently, alignment with all the other wordnets
aligned with PWN is obtained, which is a great
asset for both interlingual lexical comparison or
for applications working in a multilingual environ-
ment.
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The expand model in wordnets development
implies importing the structure of the PWN (that
is, its semantic relations) and translating the
source synsets (from PWN), so that the meaning
encoded by the English synset is rendered in the
target language (Romanian, here). As a conse-
quence, a Romanian synset may have one of the
following structures: (i) list of words; (ii) list of
free word combinations; (iii) empty list. (i) A
list of words is a list of simple words (ex. zdmbi
(“smile”)) and/or expressions (ex. casd de bani
(house of money “strong box™)). These expres-
sions are what in lexicographic terms is called id-
ioms, terms, etc. (ii) Whenever no word or ex-
pression could be found in Romanian for render-
ing the meaning of the English synset, a free word
combination, when possible, was used for imple-
menting the respective synset: ex.: pune jos is a
literal in the Romanian synset equivalent to the
PWN 3.1 {ground:10} (gloss: place or put on the
ground). These are examples of Recurrent Free
Phrases, as Bentivogli and Pianta (2004 ) call them.
(ii1) In case not even such a combination could be
found, the synset was left empty and a special tag
is used for keeping track of them (they are marked
as NL, i.e. non lexicalized): ex.: the English
synset {change state:1, turn:4} (gloss: undergo
a transformation or a change of position or ac-
tion) has a non-lexicalized corresponding synset in
RoWN. However, as already pointed out (Vincze
etal., 2012; Bentivogli and Pianta, 2004; Agirre et
al., 2005), these lexical gaps should be reduced as
much as possible when use of wordnets is envis-
aged for tasks in a multilingual environment (see
machine translation), but also for word sense dis-
ambiguation (Bentivogli and Pianta, 2004).

As far as this structure of its synsets is con-
cerned, ROWN looks as rendered in Table 1. One
should bear in mind the fact that it is impossible
to distinguish automatically between expressions
and free word combinations. That is why, on rows



4 and 5 in Table 1 both types of literals, expres-
sions and free combinations of words, are counted
together. As one can see, almost 70% of all Ro-
manian synsets are made up of only simple liter-
als. Those made up of only multiword literals rep-
resent 21.2% of all synsets. Less than 5% of the
Romanian synsets are made up of both simple and
multiword literals, having almost the same distri-
bution as non-lexicalized synsets.

Types of synsets Number Percent
all synsets 59,348 -
synsets containing
only simple literals 41,188  69.5%
synsets containing
simple literals,
expressions
and free word 2,813 4.7%
combinations
synsets containing
expressions and/or free 12,590 21.2%
word combination
non-lexicalized synsets 2,157 4.6%

Table 1: Distribution of different types of synsets
in ROWN.

As far as the distribution of simple literals and
expressions in RoOWN is concerned, Table 2 shows
that, at the literal level, the situation is somehow
different: almost 65% of the whole number of
unique literals are simple ones, whereas 35% are
multiword ones. When considering their all oc-
currences, we notice that the simple ones are more
frequent (76.5%), given their polysemy which is
bigger than that of multiword units (see also (Ben-
tivogli and Pianta, 2004)), which account for only
23.5% of the number of all literals in RoOWN.

At present, we are carrying out a bilateral
(Romanian-Bulgarian) project of annotating the
different types of multiword expressions in the
Romanian wordnet. The first step is annotat-
ing the verbal multiword expressions (VMWEs).
This follows naturally from our participation in the
PARSEME Cost Action! and in the creation and
annotation of the corpora used in the PARSEME

"https://typo.uni-konstanz.de/parseme/

Types of synsets Number Percent
all literals 85,277 -
simple literals 65,246 76.5%
expressions and/or
free word
combination 20,031 23.5%
unique literals 50,480 -
unique simple 32,664  64.7%
literals
unique expressions
and/or free word
combination 17,816 35.3%

Table 2: Distribution of different types of literals
in ROWN.

shared tasks 1.0 (Savary et al., 2017) and 1.1
(Ramisch et al., 2018). This paper focuses on
the annotation of Romanian wordnet data. We
present the PARSEME typology of VMWESs and
the types applicable to Romanian (section 2), the
process of annotating the verbal literals in ROWN
with these types of VMWEs (section 3) and we
discuss the obtained results, as well as a compari-
son with those from the annotation of a Romanian
news corpus with the same types of VMWEs (sec-
tion 4), before concluding the paper.

2 Typology of verbal multiword
expressions

For the organization of a shared task on the auto-
matic identification and classification of VMWEs,
the existence of an annotated corpus was one
of the prerequisites. The interest in this initia-
tive manifested by representatives of quite a large
number of languages lead to fruitful discussions
and the creation of an annotation manual defining
the scope of the task, the types of VMWE:s to be
annotated and their characteristics. The annotation
guidelines capture the idiosyncrasies of all the lan-
guages involved.

According to the last version of these guide-
lines2, VMWEs fall into universal, quasi-universal

http://parsemefr.lif.univ-mrs.fr/
parseme-st—guidelines/1.1/index.php?



and language specific categories, the first two hav-
ing some subcategories, as follows:

e universal categories are types of VMWEs
that exist in all natural languages (at least in
those participating in the PARSEME corpus
annotation action). Their subcategories are:

— light verb constructions (LVC) - they
are made up of a verb and a predica-
tive noun (directly following the verb or
being introduced by a preposition), the
latter having semantic arguments. De-
pending on the semantics of the verb,
two subtypes are identified:

+* LVC.full - these are expressions in
which the verb’s contribution to the
expression’s semantics is (almost)
null (we call the verb “light”): ex-
ample: pay a visit;

* LVC.cause - in these expressions the
verb has a causative meaning, i.e.
it identifies the subject as the cause
or source of the event or state ex-
pressed by the noun in the expres-
sion: example: give a headache;

— verbal idioms (VID) - they are made
up of a verb and at least one of
its arguments and have a totally non-
compositional meaning (Vincze et al.,
2012): example: kick the bucket (die);

e quasi-universal categories exist only in some
of the languages under study. They are:

— inherently reflexive verbs (IRV) - these
are verbs that are accompanied by a
clitic pronoun with a reflexive meaning:
example: help oneself;

— verb-particle construction (VPC) - these
are verbs accompanied by a particle
which totally or partially changes the
meaning of the verb: example: put off;

— multi-verb constructions (MVC) - they
are sequences of two adjacent verbs
functioning together as a single pred-
icate with the same subject; this type
does not exist in English.

Romanian displays only the following types
of VMWEs from the PARSEME classification:
LVC.full: Ilua o decizie (make a decision),

page=home

LVC.cause: da bdtdi de cap (give headaches),
VID: trage pe sfoard (pull on rope “cheat”) and
IRV: se preface (“pretend”). These labels were
used for the annotation of the Romanian corpus
used in the shared task version 1.1 (as in version
1.0 the VMWEs types were slightly different). No
language specific categories were necessary in the
corpus annotation.

3 Annotation of the Types of VMWEs in
RoWN

The task of annotating the VMWEs in a wordnet
is different in some respects from their annotation
in a corpus. First, all components are present as
one literal in the synset, whereas in a corpus they
need to be identified, according to the specifica-
tions available for all languages (e.g., auxiliaries,
clitics or negation are not annotated as parts of
the expression). Second, whenever at least one
element of the VMWE inflects for number, gen-
der, etc., it has a unique form in the wordnet, the
one considered lemma, while in the corpus all in-
flected forms may be found and need to be recog-
nized. Third, no voice alternation is to be found in
the wordnet, while this can be spotted in a corpus.
Fourth, when the decision on whether a word com-
bination is a VMWESs depends on the meaning of
that combination, the gloss attached to the synset
is useful for this and the decision is based on it.

The annotation of VMWESs in RoWN was done
by one linguist, with experience in annotating
VMWE:s in a corpus, following the PARSEME
guidelines. Thus, we cannot discuss here the diffi-
culty of this annotation or any controversial cases.
The data are stored in a standoff file. The file con-
tains the literals in each synset, their VMWE label
and the unique identifier of each synset, which is
taken from PWN 3.0.

All VMWEs in RoWN were identified, ex-
tracted and were assigned to one of the types
of VMWEs applicable to Romanian (LVC.full,
LVC.cause, IRV and VID). However, these types
proved not enough for this task. The free word
combinations with a verb as head could not be an-
notated with any of these labels, as expected, in
fact. Consequently, we marked them with a new
label, NONE: they have a literal, compositional
meaning, they do not display the characteristics
of the VMWE classes: such an example is culege
nuci (pick nuts).

*http://www.racai.ro/en/tools/text/



This type of annotation is done at the literal, not
at the synset level (see also the discussion about
the distribution of different types of VMWEs
within a synset, in the next section).

Although the vast majority of VMWEs belong
to only one type, there are literals which are an-
notated differently when belonging to different
synsets, i.e. when having different meanings. Out
of only a handful of such cases, here is one exam-
ple: the expression scoate fum (give out smoke)
is annotated as NONE when being in the synset
corresponding to the English {fume:4; smoke:4}
(gloss: emit a cloud of fine particles) and it is an-
notated as VID when belonging to the synsets cor-
responding to the English {steam:3} (gloss: get
very angry).

4 Annotation Results

The distribution of the types of VMWEs in the
RoWN is presented in Table 3. As one can see,
there is a great number (1,211) of artificial verbal
expressions (the label NONE). The most frequent
type of expressions is IRV (989), followed by VID
(614). The numbers of LVC.full and LVC.cause
are quite low: 102 and 42, respectively.

Type No. %0 %
ignoring NONE

LVC.full 102 34 5.8

LVC.cause 42 1.4 2.4

VID 614 209 35

IRV 989 333 56.5

NONE 1,211 40.8

double ann. 5 0.2 0.3

TOTAL 2,963

Table 3: The distribution of VMWEs types in the
RoWN.

As far as the correlation of these figures with
those found in the corpus annotated in PARSEME
(see Table 4) is concerned, we notice that the fre-
quency distribution is roughly the same, with IRV
the most frequent type, followed by VID, while
the subtypes of LVC are both rare.

We can conclude that the IRV type is the most
frequent both at the lexicographic level and in lan-
guage use for Romanian.

Figure 1 shows the presence of VMWEs in
synsets of different lengths. We notice their
greatest presence in shorter synsets (especially of
lengths 1 or 2).

Type No. Freq. Rel. freq.
LVC.full 39 312 5.31
LVC.cause 8 181 3.08
VID 171 1,602 27.28
IRV 268 3,777 64.32
TOTAL 486 5,872 -

Table 4: The distribution of VMWEs types in a
Romanian news corpus.

No. of VMWESs per synset
1 |2 |3 |a |5]6
1 |867
2 | 246 | 220
No.of [3 |79 |54 |41
literals
er |4 |30 |18 |15]|12
ynsetis 111 |7 |6 |3 |4
6 |3 |0 |2 |0 |0
711 |o |o |0 |o]oO
8 |1 |1 |0 |0 |o]oO

Figure 1: The distribution of VMWEs in synsets
of different lengths.

Figure 2 shows the distribution of RoWN
synsets made up only of VMWEs by the num-
ber of literals in the synset. This is relevant for
the productivity of the synonymy relation between
VMWESs. As one can see, most of these expres-
sions (867) do not have synonyms. It is notewor-
thy that this is the case mainly with those anno-
tated as NONE, which is further proof of their ar-
tificial nature. There are 220 literals in which there
are pairs of synonymous VMWEs. Synonymy
among three VMWEs is displayed by 41 synsets,
among four VMWEs by 12 synsets, among five
VMWE:s by 4 synsets, among six VMWEs by 1
synset, and among twelve VMWEs by 1 synset.
This very rich synset is {fi de garda, fi de paza,
fi de straja, fi de santineld, face de gardd, face de
strajd, face de paza, face de santineld, sta de pazd},
which is the equivalent of the PWN synset {stand
guard:1, stand watch:1, keep guard:1, stand sen-
tinel:1} (gloss: watch over so as to protect). This
Romanian synset is based, on the one hand, on
the synonymy among the nouns in the VMWEs



structure (gardd, pazd, strajd, santineld) and, on
the other hand, on their collocation with three dif-
ferent verbs (fi, sta, face) for rendering the same
meaning.

We analyzed the (277) synsets in which all lit-
erals are VMWE:Ss in order to identify the synsets
for which all types of MWESs occurring in the re-
spective synsets are the same. After excluding
those synsets containing only strings annotated as
NONE (129), we counted 37 synsets in which
the literals are all VID, 3 in which they are all
LVC.full, 2 in which they are all LVC.cause and
other 2 in which they are all IRV.

m]l =2 #3 =4 w5 uf wl2

a4 1
12 1

a1

Figure 2: Distribution of synsets containing only
VMWE:s.

5 Conclusions

We have presented here the enhancement of the
RoWN with a new type of syntagmatic informa-
tion, namely labels for VMWEs. The impor-
tance of and, at the same time, the challenges
raised by these lexical units for processing natu-
ral languages have been previously discussed (see,
among many others, (Sag et al., 2002), (Baldwin
and Kim, 2010)). Moreover, the impact of MWEs
resources on the MWESs recognition in texts was
proven by RiedIBiemann, : “In the case that high
quality MWE resources exist, these should be
used. If not, it is possible to replace them with
unsupervised extraction methods”. Savary et al.
(2019) are also in favour of the creation of lan-
guage resources containing MWEs, as many and
diverse as possible; their presence in resources
available for training systems for MWE identifi-
cation being more important than their frequency
(in annotated corpora). The results obtained in
the annotation of the VMWESs in the ROWN are
presented, as well as a a comparison with those
obtained by annotating a news corpus with these

types of VMWEs is drawn, showing that the dis-
tribution of types and their frequencies at the lex-
icon level are different from those at the corpus
level. As further work, we envisage adding in-
formation about prepositional restrictions of the
verbs in ROWN. This was another type of VMWEs
in PARSEME, but annotating it was optional and
we neglected it. The data annotated as presented
here have been compared and discussed with the
Bulgarian data, as the wordnets for both these lan-
guages have been annotated with VMWESs (Barbu
Mititelu et al., 2019).
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