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Sentiment Analysis on Social Network: Using Emoticon

Characteristics for Twitter Polarity Classification
Chia-Ping Chen*, Tzu-Hsuan Tseng*and Tzu-Hsuan Yang*

Abstract

In this paper, we describe a sentiment analysis system implemented for the
semantic-evaluation task of message polarity classification for English on Twitter.
Our system contains modules of data pre-processing, word embedding, and
sentiment classification. In order to decrease the data complexity and increase the
coverage of the word vector model for better learning, we perform a series of data
pre-processing tasks, including emoticon normalization, specific suffix splitting,
and hashtag segmentation. In word embedding, we utilize the pre-trained word
vector provided by GloVe. We believe that emojis in tweets are important
characteristics for Twitter sentiment classification, but most pre-trained sets of
word vectors contain few or no emoji representations. Thus, we propose
embedding emojis into the vector space by neural network models. We train the
emoji vector with relevant words that contain descriptions and contexts of emojis.
The models of long short-term memory (LSTM) and convolutional neural network
(CNN) are used as our sentiment classifiers. The proposed emoji embedding is
evaluated on the SemEval 2017 tasks. Using emoji embedding, we achieved recall
rates of 0.652 with the LSTM classifier and 0.640 with the CNN classifier.

Keywords: Sentiment Analysis, Polarity Classification, Machine Learning, Neural
Network, Word Embedding.

1. Introduction

There has been huge growth in the use of social networks, such as Twitter, in recent years.
Many messages are created every day, including various topics, users’ comments and views,
or current emotions. Sentiment analysis, which predicts the polarity of a message, is one of the
research directions on Twitter. A message on Twitter is called a tweet and is allowed to be 140
characters or less. Tweets are highly colloquial. Due to the length constraint, a tweet often

* Department of Computer Science and Engineering, National Sun Yat-sen University, Taiwan
E-mail: cpchen@cse.nsysu.edu.tw; fb74123698@gmail.com; kr60903@gmail.com
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contains unofficial abbreviations, as well as emoticons and emojis. Figure 1 shows examples
of tweets.

c Edward Bear @fmapt - 8 Sep 2015 v

grace_march I'll check tomorrow to see if it's on Amazon or Netflix )

Jesmine @)JBlasian - 4 Dec 2016
watching Charlie St. Cloud... [ didn't know Zac Efron was so
1]

. =_= L A
fineeeeeeee. Those eyes so mesmerizing =

Tony Langfeldt @tony192837465 - Jul 14 v
v %1 "iDefeat The Ghost For Me! ¥ Roman Atwood:Live
updates!

Hasem Ben Sober @HasemEenSober - 10h
The latest Hasem Ben Sober's Daily Mulch! pape

Figure 1. Examples of tweets. Tweets tend to have informal words and syntax.

In the above examples, we can see that emojis are used frequently in Tweets. Some
emojis (like = ) can be considered the natural evolution of emoticons, such as :-) and :D. In
addition to facial expressions, emojis can be used for food, flags, animals, etc.

Unofficial abbreviations and emojis without corresponding word vectors in tweets can
make the sentiment classification task difficult. In this work, we find sentiment features for
these unorthodox tokens to get better results in sentiment classification.

Artificial neural networks for machine learning are mathematical models inspired by
biological neural systems. Deep learning, which is neural network models based on deep
neural networks, has been a very successful method and achieves state-of-the-art performance
in many tasks, such as NIST handwritten digit recognition (LeCun, Bottou, Bengio, & Haffner,
1998) and ImageNet image classification (Krizhevsky, Sutskever, & Hinton, 2012). It
performs well in natural language processing tasks, such as machine translation (Sutskever,
Vinyals, & Le, 2014) and handwriting recognition (Graves et al., 2009).

For sentiment analysis, deep learning-based approaches have performed well in recent
years. For example, convolution neural networks (CNN) with word embedding have been
implemented for text classification (Kim, 2014), and they have achieved state-of-the-art
results in SemEval 2015 (Severyn & Moschitti, 2015). SemEval 2017 Task 4 is sentiment
analysis in Twitter, which is further divided into five subtasks: message polarity classification
(Subtask A), topic-based message polarity classification (Subtasks B-C), and tweet
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quantification (Subtasks D-E).

Most of the participants in SemEval who adopt deep learning collect millions of tweets to
train word-embedding models. The top system of SemEval 2017, which achieved 0.681 of
average recall, used 100 million unlabeled tweets to pre-train word-embedding models (Cliché,
2017). In contrast, our goal in this work is to achieve sound performance without a large
amount of external data.

In this paper, we describe our system for SemEval 2017 Task 4 (Subtask A) for message
polarity classification (Rosenthal, Farra, & Nakov, 2017). Given a message, the system
decides whether the message is of positive, negative, or neutral sentiment. We extend our
previous work on SemEval 2017 (Yang, Tseng, & Chen, 2017). Our system consists of data
pre-processing, word embedding, and classifiers. Data pre-processing includes normalization
and hashtag segmentation. We consider the importance of emojis for sentiment analysis. In
addition to using pre-trained word vectors, we train the emoji vector by the neural network.
For the classifiers, we choose RNN-based and CNN models. We have achieved average recall
rates of 0.652 with the LSTM-based classifier, and 0.640 with the CNN-based classifier.

Our contributions are described as follows.

e \We propose neural network models for emoji embedding and investigate the effects of
using emoji vectors in the classifiers. Through experiments, we find that emoji vectors can
improve the accuracy of prediction for the positive and negative classes.

e Besides adding emoji vectors in the system, data pre-processing is critical to the
improvement of the average recall rate from 0.610 to 0.652 with the LSTM classifier. Data
pre-processing is important for Twitter sentiment analysis because textual data on Twitter is
informal. In particular, the effect of hashtag segmentation is the most significant.

This paper is organized as follows. In Section 2, we describe our system, consisting of
data pre-processing, word embedding, emoji embedding, and classifiers. In Section 3, we
introduce data in experiments, network settings, and tools. In Section 4, we present the
evaluation results, along with our comments. In Section 5, we conclude and discuss future
works.

2. Related Work

There has been considerable research in the field of sentiment analysis. Past research mostly
has focused on long text. Pang, Lee and Vaithyanathan (2002) analyzed the performance on
movie reviews using machine learning algorithms and used star ratings as polarity signals in
their training data. In recent years, there have been many research projects of sentiment
analysis on social networks like Twitter. Go, Bhayani and Huang (2009) used distant learning
to acquire more sentiment data. Their training data consisted of tweets with emoticons, which
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can be used as noisy labels. They constructed models with Naive Bayes, Maximum Entropy,
and Support Vector Machines (SVM), and they concluded that SVM outperforms the other
models.

Deep learning has gained much attention in classification of Twitter text data, due to its
huge success in speech recognition and computer vision. Among the top systems of SemEval,
Severyn and Moschitti (2015) proposed a parameter initialization method for CNN. They used
an unsupervised neural language model to initialize word embeddings that were fine-tuned by
a distant supervised corpus. The pre-trained parameters were used to initialize the CNN model.
Deriu, Gonzenbach, Uzdilli, Lucchi, De Luca and Jaggi (2016) utilized large amounts of data
with distant supervision to train an ensemble of two-layer convolutional neural networks
whose predictions were combined using a random forest classifier. Cliché (2017) used CNN
models and bi-directional LSTM models. They pre-trained word embedding and fine-tuned it
using distant supervision. They trained their models on Twitter data where embedding was
fine-tuned again and finally combined several CNNs and LSTMs to get better performance.

Emojis are an important feature in tweets. Many studies have analyzed and trained
emojis, such as Zhao, Dong, Wu and Xu (2012) and Barbieri, Ronzano and Saggion (2016).
Zhao et al. (2012) built a system, which was the first system for sentiment analysis of Chinese
tweets in Weibo. They mapped 95 emojis into four categories of sentiment. Their system
employs the emojis for the generation of sentiment labels for tweets and builds an incremental
learning Naive Bayes classifier for the categorization of four types of sentiments. Barbieri et
al. (2016) studied Twitter emojis with embedding models. They retrieved ten million tweets
posted by USA users, and they made vector models of both words and emaojis using several
skip-gram word-embedding models.

3. Method

The system we implement for sentiment classification is shown in Figure 2. In data
pre-processing, we normalize data sets to decrease the data complexity and increase the
coverage of the word vector inventory. In word embedding, we utilize pre-trained word
vectors provided by GloVe (Pennington, Socher, & Manning, 2014) and we train emoji
embedding by neural networks. The models of LSTM and CNN are used as our sentiment
classifiers.
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r Data Word || Sentiment Result
Raw data pre-processing embedding classification
Emoji embedding -
training Emoji vector  Word vector (GloVe) Twitter

Figure 2. Our Sentiment System. We propose to add embedded emoji vectors for
better sentiment classification.

3.1 Data Pre-processing

All the data used for training the emoji embedding and for training the sentiment classification
models undergo a series of data pre-processing. First, we use a tokenizer to split a tweet into
words, emoticons, and punctuation marks. Happytokenizer® is the tokenizer we use for text
processing. Then, we replace URLs and USERs with normalization patterns <URL> and
<USER>, respectively. All uppercase letters are converted into lowercase letters. The above
pre-processing is called basic pre-processing. Next, we perform further data pre-processing
based on basic pre-processing. The further data pre-processing is described as follows.

3.1.1 Emoticon Normalization

Tweets often contain a variety of emoticons, and some emoticons do not correspond to any
pre-trained word vector. To reduce complexity, we normalize similar emoticons to the same
token, as described in Table 1.

Table 1. Examples of emoticon normalization. We normalize similar emoticons into

four categories, which are <smile>, <sadface>, <neutralface>, and <heart>,
respectively.

Emoticon Normalization
D), G ), (D, =Dy ), =2), (=, =D <smile>
G)LG) L =0)= (G- <sadface>
=) <neutralface>
<3 <heart>
For example, in the case of <neutralface> category, we find :|, |:, =|, |:, and then replace them

by the token <neutralface>. Thus, the emoticons are replaced by four normalized categories.

! http://sentiment.christopherpotts.net/tokenizing.html
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3.1.2 Specific Suffix Splitting

There are many specific suffixes in English words, such as children's and Amazon's. These
words may not have any corresponding word vectors and their presence increases the
vocabulary size. So, we split the specific suffixes, including 's, n't, 'll, 're, 've, 'd and 'm, to
decrease vocabulary. Moreover, the words resulted from splittingy do have corresponding
word vectors (Nabil, Atyia, & Aly, 2016).

3.1.3 Hashtag Segmentation

Hashtag often is composed of multiple words and includes emotional words. We try two ways
to split hashtags. Table 2 shows the examples of hashtag segmentation.

+ Maximum Matching Segmentation

We use the vocabulary of GloVe as our dictionary containing approximately 570,000 words,
and define a regular expression for numbers and punctuation. From the beginning of a hashtag,
we split it according to the dictionary as much as possible until segmentation is finished.

+ Unigram-based Segmentation

We train a unigram model with 0.6M tweets obtained from Twitter APIl. We do statistics of
different words in these tweets and remove Except for the letter “a” and the letter “i”, single
letters letters are removed from the unigram dictionary to avoid over-segmentation. All results
of hashtag segmentation will be split according to the dictionary, so a hashtag may have
multiple results. Then, we calculate sum of log probability of each word from each result as
segmentation score. Finally, we take the highest score as the final segmentation result.

Table 2. Examples of hashtag segmentation. A hashtag is converted to a word
sequence.

Hashtag Maximum matching Unigram-based
#windows10fail windows 10 fail windows 10 fail
#sportshalloweencostume sports Halloween costume sports Halloween costume
#thisisnotajoketweet thisis notajoke tweet this is not a joke tweet

3.2 Embedding

Since training word embedding requires a lot of time, we use the pre-trained word vector
provided by GloVe. Nevertheless, many pre-trained sets of word vectors contain few or no
emoji representations. Therefore, Barbieri et al. built skip-gram word embedding models by
mapping both words and emojis in the same vector space (Barbieri et al., 2016). Note that we
only consider emojis and do not include emoticons because emoticons already are normalized
to the normalization tokens during the data pre-processing phase. We train emoji vectors by
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neural networks. Figure 3 shows the model architecture. In Figure 3, U is the weight matrix
from the input layer to the hidden layer and V is the weight matrix from the hidden layer to the
output layer. When the embedding training is finished, the weight matrix from the input layer
to the hidden layer U consists of the emoji vectors. We use pairs of an emoji and its relevant
words, including the descriptive words and the contextual words, as training examples. The
steps are described as follows.

Output Layer

Input Layer Hidden Layer

O-0000
O-O0) .

7 dedim

(0-00000)

~
(=N
=]
=
=1

by
=]
8

Figure 3. The model of emoji embedding. Similar to word embedding, an emoji
vector is trained to predict neighboring word vectors.

3.2.1 Description Words

We crawled emojis and their descriptions from Unicode emoji standard,? resulting in 9,244
description words for 2,623 emojis. Every training example consists of an emoji and a
sequence of words wy,w,, ...,w,, describing that emoji. We tried two methods of producing
the training target, described as follows. Table 3 shows examples of emojis and their
descriptions.

Table 3. Examples of emojis and their description.

Emoji Description
L) Grinning face

Beaming face with smiling eyes

s
l Woman running: medium skin tone

Sweat droplets

L Cat face

2 http://www.unicode.org/emoji/charts/full-emoji-list.html
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+ Sum of the vectors of the description words

We take the sum of the individual vectors of description words as a training target, where the
word vector can be found in GloVe. The description words w;.,, correspond to pre-trained
word vectors vy, where v; is a d-dimensional word vector. The training target is
=)=, v; . Inthis way, the number of training samples is 2,623.

+ Description word splitting

We divide the description words into n training examples. For example, the description of
< is grinning face, so the training examples are (=, grinning) and (=, face). These
description words have corresponding pre-trained word vectors. In this way, the number of
training examples is 9,244.

The size of the input layer is equal to the number of different emojis, as emojis are
represented by one-hot vectors. The size of the output layer is equal to the size of word vector,
which is 100.

3.2.2 Contextual Words

We selected tweets with emojis from the aforementioned 0.6M tweets, resulting in a set of
approximately 50K tweets. A tweet is wy,w,, ..., e, ..., w,, Where e is an emoji. The network
input is emoji e as a one-hot vector, and the network output targets are the contextual words
of e, which is wy,w,, ..., w,. Training examples are (e, w;), (e,w,), ..., (e,w,,). We collected
about 1.7M training samples.

For the output target, we tried two Kkinds of representations. A sparse target
representation uses a one-hot vector, while a distributed target representation uses a word
vector.

3.3 Sentiment Classification

3.3.1 LSTM Classifier

Figure 4 shows the architecture of our RNN-based classifier, which contains an input layer,
embedding layer, hidden layer, and soft-max layer.
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Output Layer . . |

3

Hidden Layer > >ons .
h I o

Embedding Layer [. . .] [. . .] . . .

d

Input Layer [. .I. .] [. .I. .]

L

Wy w; Wn

Figure 4. The architecture of the implemented classifier based on recurrent neural
network with long short-term memory (LSTM) cells in the hidden layer.

In the input layer, each tweet is treated as a sequence of words and each word is input
into the model at every time step. In the embedding layer, each word is converted to a word
vector, where word vectors are stored in an embedding matrix provided by GloVe. In the
hidden layer, we use LSTM memory cells (Hochreiter & Schmidhuber, 1997) for the
long-range dependency. Different from the original recurrent unit, the LSTM cell contains
gates to control states. The hidden states of the first word to the second to last word in a tweet
connect to the hidden state of the next word. Only the hidden state of the last word connects to
the next (output) layer. In the soft-max layer, output values are processed by soft-max function
to get probabilities for classification.
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3.3.2 CNN Classifier

Kernel Feature maps Feature maps Hidden layer Outputs
mxd k@lxn—-—m+1) k@1 x1 h 3

| ] ] J | )\ J
T T T |l Y

Word Embedding Convolution Layer ~ Pooling Layer ~ Hidden Layer Softmax Layer

Figure 5. The architecture of the implemented classifier based on convolutional
neural network (CNN).

The CNN model we use for classification is the architecture used by Kim (2014). Figure 5
shows the CNN architecture, which consists of a convolutional layer, max-pooling layer,
hidden layer, and soft-max layer.

The model input is a tweet, consisting of sequence of words w;., € R", where V is the
vocabulary size. In order to fix the length of the tweet, we pad input text with zeros into length
n. Each tweet w;.,, is represented by the corresponding word vector x;.,, where x; is the
d -dimension word vector of the i-th word. Input words are embedded into dense
representation through word embedding and fed into the convolutional layer. A word without
an embedding vector is represented by a zero vector. After word embedding, an input tweet is
mapped to an input matrix S € R™*4,

In the convolutional layer, kernel K € RE*™ slides over the input matrix with stride
s =1 and creates features c;.

¢; = f(K *Sisizm-1 + beonv) 1)
where b, is the bias at the convolutional layer, * denotes the convolution operation, and f
is a nonlinear function. The feature map y,on, € R*™*1 is created by

Yeonv = [€1,C2y ) Cnoms1] 2

We use k kernels to create k feature maps, which are denoted by Y,,,, € R¥*@-m+1),
Then, we apply the max-pooling operation over each feature map in order to capture important
information, i.e.
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Ypool,i = Max; Yconv,i,j (3)
where yp,o01i € R* is the output after the max-pooling operation.
After the max-pooling layer, we use dropout to drop some activations for regularization

randomly in order to prevent the model from over-fitting. Finally, we use a fully connected
layer of size h followed by a dense layer with soft-max function for classification.

4. Results

4.1 Data

We used the SemEval 2017 data provided by the task organizers. These data are tweets in
Twitter, which are labelled with three types of sentiment: positive, neutral, and negative. The
training data were the tweets from SemEval 2013 to SemEval 2016, excluding SemEval 2016
testing data. The development data were the tweets from SemEval 2016 testing data. The test
data were the tweets provided by the organizer of SemEval 2017. Table 4 summarizes the
statistics of the data.

Table 4. Statistics of SemEval 2017: the number of tweets in datasets.

Data Pos. Neu. Neg. Total

Train 12,844 12,249 4,609 29,702

Dev 7,059 10,342 3,231 20,632

Test 2,375 5,937 3,972 12,284
4.2 Settings

We used the pre-trained word vectors provided by GloVe, which are trained with Twitter data.
The dimension of word vectors can be 50, 100, or 200. We evaluated these dimensions with
the SemEval 2016 dataset. The 100 and 200-dimension word vectors achieved better results,
so we used 100-dimension word vectors for the SemEval 2017 tasks. We noticed that the
performance is not very sensitive to the hyper-parameter of word vector size and the number
of hidden layer units. For the CNN model, the number of filters k was 50. The kernel size
was 3 x 100 with stride s =1 over the input matrix. Max-pooling was applied over each
feature map. After pooling, we dropped activations randomly with the probability of p = 0.2
and fed to the hidden layer with size h = 20. The hyperbolic tangent function was used as the
activation function after convolution and pooling. For the LSTM model, input size i was
equal to the size of word list and the size of hidden h was 50. We dropped input units for
input gates and recurrent connections with the same probability of p = 0.2.

Next, we explain the settings of emoji embedding training. The size of input layer was
equal to the number of emojis. For training with descriptive words, the size of the input layer
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was 2,623, the size of the hidden layer was 100, and the size of the output layer was 100. Both
hidden-layer outputs and output-layer outputs went through hyperbolic tangent function, and
the loss is the mean square error.

For training with contextual words, the size of the input layer was 1,023 and the size of
the hidden layer was 100. The size of the output layer was 42,670 if the target was represented
by one-hot vector and was 100 if the target was represented by word vector. Output values
went through the soft-max function. Both hidden-layer outputs and output-layer outputs went
through the hyperbolic tangent function, and the loss is the mean square error.

All the models we used in our experiments were implemented using Keras® with
Tensorflow* backend.

4.3 Baseline

We participated in SemEval 2017 task 4, which is sentiment classification in Twitter (Yang et
al., 2017). There are three evaluation measures in the task, which are average recall of three
classes, average F-measure of positive and negative classes, and accuracy. The organizer
chose average recall as the primary measure because it is more robust to class imbalance
(Rosenthal et al., 2017), so we focus on this performance measure. The results of each setting
are obtained from an average of five runs of experiments. In each run, we trained our models
with the same usage of data sets, instead of the cross-validation or leave-one-out scheme.

Table 5 shows our results of SemEval 2017. We interpolated the LSTM and CNN models
to get the interpolated model for the final submission, which achieved 0.618 for average recall.
Also, we list the evaluation of LSTM and CNN model. We will take this performance as our
baseline.

Table 5. Results of baseline. Interpolation-baseline is the result of participating in
SemEval 2017. It is an interpolation of an LSTM model and a CNN model. The result

of LSTM-baseline and the result of CNN-baseline are obtained from an average of
five runs of experiments.

Model Avg. Recall Avg. F1 Accuracy
LSTM-baseline 0.610 0.575 0.615
CNN-baseline 0.584 0.548 0.583
Interpolation-baseline 0.618 0.587 0.616

3 https://keras.io
* https://www.tensorflow.org
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4.4 Comparison of Data Pre-processing

In this part, we show the classification results using different data pre-processing. We
summarize different statistics of pre-processed data, including vocabulary size, the number of
tokens in data, and coverage on word vector. Here, coverage on word vector is the proportion
of tokens with found word vectors. The word list we used was extracted from the words in the
training data, and it is equal to vocabulary size. If the word vector of a word in the word list
could not be found in GloVe, we used the zero vector for the word. Words in the testing data
but not in the word list were removed. Each LSTM or CNN model was trained with 50 epochs.
Table 6 shows the results of data pre-processing.

Table 6. Statistics of pre-processed data and results. In each pre-processing stage, we
base on basic pre-processing. “emoticon” means emoticon normalization. “suffix”
means specific suffix splitting. “hashtag*” means hashtag segmentation, where

hashtagl is maximum matching segmentation and hashstag? is unigram-based
segmentation.

Pre- # Tokens Coverage Avg. Recall
. # Vocab. - B
processing Train Test Train Test LSTM CNN
Basic | 38,353 | 691,261 | 218,821 | 0914 0.886 0.610 0.584
Basic* | 35316 | 686,565 | 217,321 | 0916 0.886 0.615 0.584
emoticon
iisf'f‘i:; 37,506 | 700,736 | 222,435 | 0.928 0.904 0.614 0.584
Basic+ | 36429 | 695654 | 224562 | 0924 0.932 0.622 0.590
hashtagl
Basic | 54307 | 700954 | 232322 | 0924 | 0933 | 0616 | 0593
hashtag?
Basic +
emoticon * | 35542 | 700,410 | 226,621 | 0.940 0.948 0.625 0.594
suffix +
hashtagl

It can be seen that the vocabulary size decreased and the coverage on word vector
increased after data pre-processing. For the LSTM model, average recall of all pre-processed
data was higher than the basic pre-processed data, especially data with hashtag segmentation.
For the CNN model, average recall also was improved by data with hashtag segmentation.
Although hashtag with unigram-based segmentation can attain better results, its average recall
was lower than hashtag with maximum matching segmentation in the LSTM model. We think
that the segmentation dictionary we used in maximum matching was the vocabulary of GloVe,
so most words after hashtag segmentation had corresponding vectors. We combined all data
pre-processing steps finally and achieved 0.625 for the LSTM model and 0.594 for the CNN
model.
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4.5 Evaluation of Emoji Vector

In this part, we explore the effect of adding the emoji vector. In order to have more
corresponding vectors in testing data, the word list we used in this experiment was the
vocabulary of GloVe. Words in the training and testing data but not in the word list were
removed. If emoji vectors were added, we added the emoji to the word list.

In order to prevent the model from over-training, we used an early stopping mechanism.
We added the development dataset as validation data during model training. If there was no
improvement in accuracy of validation data, the model stopped training. With early stopping,
each model was trained about 5-10 epochs.

The results of emoji embedding are shown in Table 7. “No emoji’ means that the emoji
vector was not added. ‘desc_sum’ means that the sum of the description word vectors of emoyji
is the emoji vector. For training the emoji vector with description words, the sum of the
individual word vectors of description words as a training target and dividing description
words into multiple training targets are denoted as ‘desc_sum_nn’ and ‘desc_sp_nn,’
respectively. For training the emoji vector with contextual words, the training target using
one-hot vector and word vector are denoted by ‘skip gram_1H’ and ‘skip gram_vec,’
respectively.

Table 7. Results of emoji embedding. Note that the refined system with 0.652 would
have ranked 7th in SemEval 2017.

Pre-processing

Basic

All

Model
Early stopping

LSTM

CNN

LSTM

CNN

AvgR

PN
Fi

Acc.

AvgR

PN
Fi

Acc.

AvgR

PN
Fi

Acc.

AvgR

PN
Fi

Acc.

No emoji

0.634

0.601

0.627

0.624

0.594

0.618

0.651

0.630

0.639 | 0.629

0.599

0.612

desc_sum

0.635

0.606

0.632

0.628

0.601

0.620

0.651

0.626

0.6380.630

0.605

0.622

desc_sum_nn

0.639

0.611

0.633

0.626

0.592

0.608

0.645

0.615

0.628 | 0.631

0.601

0.617

desc_sp_nn

0.638

0.607

0.623

0.626

0.596

0.615

0.652

0.628

0.632|0.638

0.618

0.623

skip gram_1H

0.639

0.613

0.633

0.622

0.593

0.617

0.642

0.614

0.633|0.640

0.618

0.620

skip gram_vec

0.639

0.616

0.635

0.620

0.586

0.610

0.646

0.619

0.626 | 0.633

0.604

0.614

By adding the emoji vector in systems with basic pre-processing, the average recall of

the two models was mostly better than with no emoji. With all of the pre-processing, there was
no significant improvement in the LSTM model. In CNN models with all of the
pre-processing, the performance of adding emoji vectors was still better than without the



Sentiment Analysis on Social Network: Using 15

Emoticon Characteristics for Twitter Polarity Classification

emoji vector.

We know that only tweets in test data have emoji, and there were 731 tweets with emoji,
which made about 5.9% of the test data. Furthermore, models did not learn emoji
characteristics directly during training because there were no tweets with emoji in the training
data. These are possible reasons there was no significant improvement in some cases.

In order to more clearly observe the effect of adding emoji vectors for model
classification, we only evaluated the test data with emojis in previous LSTM and CNN models.
Table 8 shows the statistics of tweets with emoji. Table 9 shows the evaluation of tweets with
emoji.

Table 8. Statistics of tweets with emoji. In our data set, only tweets in test data had
emoji.

Tweet with emoji Pos. Neu. Neg. Total
Test 310 248 173 731

Table 9. Evaluation of tweets with emoji.

Pre-processing Basic All

Model LSTM CNN LSTM CNN

Early stopping

AvgR

PN
Fi

Acc.

AvgR

PN
Fy

Acc.

AvgR

PN
Fy

Acc.

AvgR

PN
Fi

Acc.

No emoyji

0.621

0.665

0.638

0.621

0.661

0.630

0.644

0.696

0.656 | 0.624

0.679

0.637

desc_sum

0.636

0.682

0.639

0.611

0.651

0.605

0.648

0.701

0.651|0.615

0.661

0.617

desc_sum_nn

0.629

0.665

0.637

0.601

0.640

0.616

0.633

0.679

0.650|0.617

0.669

0.635

desc_sp_nn

0.599

0.639

0.614

0.606

0.647

0.617

0.630

0.682

0.645|0.624

0.683

0.635

skip gram_1H

0.632

0.666

0.636

0.604

0.641

0.612

0.638

0.685

0.648|0.634

0.692

0.643

skip gram_vec

0.611

0.637

0.624

0.591

0.622

0.608

0.627

0.670

0.649|0.619

0.665

0.636

The results show that the effect of adding emoji is not obvious. From our observation on

the performance of the three classes, the addition of emoji vectors decreases the prediction of
neutral class dramatically, but increases the prediction of positive and negative classes.
Besides, we found that emoji vectors are more similar to each other than to the word vectors in
the embedding space. Thus, they can contribute supplementary information for sentiment
analysis.
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5. Conclusion

We implemented our sentiment analysis system for sentiment analysis of Twitter data
organized in SemEval 2017. This system consists of data pre-processing, word and emoji
embedding, and classifier. From our observation, the data complexity decreases after data
pre-processing with improved performance on classification, especially with hashtag
segmentation. We found that adding emoji vectors can improve the performance on
classification, especially for CNN models, and model training with an early stopping
mechanism can prevent the model from over-training.

In data pre-processing, we process data with basic pre-processing and all pre-processing,
including emoticon normalization, specific suffix splitting, and hashtag segmentation. In word
embedding, we train emoji embedding with the descriptive words or the contextual words of
emojis. For our models, we set the vocabulary of GloVe as the word list of models instead of
the vocabulary in training data and validation data. In addition, we used an early stopping
mechanism to train our models. Our system achieved 0.652 for LSTM model and 0.640 for
CNN model, which would have ranked 7th in SemEval 2017.

Regarding future works, we hope to get closer in performance to the leaders on the task
leader-board. As mentioned in Section 4.5, the models did not learn emoji characteristics
directly during training. Thus, we want to collect tweets with emojis for training and do
further evaluation on our models. We also will try the fine-tuned word vector and make it
suitable for sentiment classification.
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Abstract

Autistic children are less able to tell a fluent story than typical children, so
measuring verbal fluency becomes an important indicator when diagnosing autistic
children. Fluency assessment, however, needs time-consuming manual tagging, or
using expert specially designed characteristics as indicators, therefore, this study
proposes a coherence representation learned by directly data-driven architecture,
using the forget gate of long short-term memory model to export lexical coherence
representation, at the same time, we also use the ADOS coding related to the
evaluation of narration to test our proposed representation. Our proposed lexical
coherence representation performs high accuracy of 92% on the task of identifying
children with autism from typically development. Comparing with the traditional
measurement of grammar, word frequency, and latent semantic analysis model,
there is a significant improvement.

This paper also further randomly shuffles the word order and sentence order,
making the typical child's story content become disfluent. By visualizing the data
samples after dimension reduction, we further observe the distribution of these
fluent, disfluent, and those artificially disfluent data samples. We found the
artificially disfluent typical samples would move closer to disfluent autistic
samples which prove that our extracted features contain the concept of coherency.

BRSEER : ABUT RO - BT - RAGHECTEIEA - BRE - SR

Keywords: Behavioral Signal Processing, Lexical Coherence Representation,
LSTM, Autism Spectrum Disorder, Story-telling.

1. 4&3% (Introduction)

H PAE & — i i H O E R AR AE R - R EN— R BB AAE s - &E 8
PAE B3 2 FAEAR R EMIEE 00 - Sb—Freth g hn T 2B R e - RILEF 2ot
B e et & FEE AR A LR EUR U R A\ L H PAE 2 B s B 310 B FE 2 B eE
> T E B BER R R AR s 2 B R A MoK E B > IR AR AT Ryel
#ﬁ@%ﬁﬁ@ﬂ%ﬁ%ﬁﬁ WAL TS B PAE S R 2 2 Y 5 A [E] 5 R
1T B AT AT BISOF RS AR B Y215 SOE R ok Wak B BERYIRE(Liu, Li & Yi,
2016) > 2152$uﬂqﬁ?ﬁiiﬁﬁﬁﬁ<Fﬁ@j§ﬁiﬁﬁiﬁﬁuwarchietal 2015; Bone et al., 2014) » &4
R EREESE AN HZEREN L FENE BB AT FE ot B BED
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SRR ZE (Regneri & King, 2016; Chorianopoulou et al., 2017) « F{FI1E & shs rhHE
— BB (] (Y8 BURS FS R B IS - S (B2 RE 49 F ) B PAYE DR SR 727 B it
ENE RIS R BBV E IR B E PE A E e 5 -

B EE T B PAE 4 E R BB o M (50 FHET 2 1 [EIHIRE s - R EEie R RER R
At 22 (5 B B BRI 72 25 1Y 7% 2 (Rouhizadeh, Prud’Hommeaux, Roark & Van Santen, 2013;
Rouhizadeh, Sproat, & Van Santen, 2015) - ZFZ W52 5 45 HAH B HLA %3 » HEAREAE
B A — (e B R EE ARGt S5 (Losh & Gordon, 2014) - B2 H A i ke
NENRRE G o 2 80r > B BE/NE SRR > s R ey —(EE T
B E R > G = RS SR BRI 2B 15 6 2 [E AV R S BE % (Capps, Losh, & Thurber,
2000; Tager-Flusberg, 1995) - Tffj gE A 7% 2 WY R i 5 30 52t 275 I 9T 81 22 58 & (Diehl,
Bennetto & Young, 2006) - [fj{E—7= ACL2016 AyF5E H 5 H T 3 2 Rl sl - 1 B ARt =
ZEREE S MBS E L - #E R EEE AR 2 B E (F i & 4 B B
TG o 2R 0 DLEJUA B R R AS A | SRV B 3 A et - fsr Ty & - HE 2R
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AL > FAFIEHEE BRI Y7L - DI REEER A 0 R EIEEE
R RN S E S RIE B2 S H OB R EER P ARG
FEERHE - Hharh o FRAMERE DL AR FIRYVRHBORAN ST 5 b s BRHERY B PAE P
TN AERE RS i PP P LR VEE BORG FE R sl SR R R B B v 22 51 0.92 Y B RS »
EE T R FI B G S R 3 0 R i54E [H (Graesser, McNamara, Louwerse & Cai, 2004;
McNamara, Graesser, McCarthy & Cai, 2014)Ffg)l| 48 H 2KAVER - BB - BN s R
T AR AR RS B & TR S (LI, Monroe & Jurafsky, 2016; Koh & Liang, 2017) » F{fiiiz2
BRI E R E R IEE BRI R EU M - e i a g S R
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2. 5% 757% (Research Methodology)

2.1 &F}E (Database)

Bl AP A EERE > 55— 2 T SR AR B AR H A i R R
B R B PAE B IR B R S R R - 55 T E R U T S B R Y B
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211 BRlE—HEER A E RIS ERE (Database 1)
BRHE YRR PUR SRR AT T A B 5 R S H PE L E SE R > (E
WEREL RN > WEHEAFGE—AEL  ETEFENS  #ERER > #
—ARAMEERNNE - NN EREE R N e — B > el RS
FYEmAIC

MR HCRAE (E 155 (RPN 5 PHEZEri 22 7% (Lord, Rutter, Dilavore & Risi,
2008) iy —{E BT - IRy — BB ATRHIEE IR B FEZET &% - WFTRE e AR ERIL
F & RIS - ElHERESETRBINZENER TR - RIS TEFSATRET
AL R &2 B 1T Rk B > BT R EE - (RIS - LE L BzUEsL
FREEPESE ~ [ F A - BERERSEEFSE o MERMFTEHAE B SEE T -
GG E—ES 30 MIZEMNGREORRBRFHMAEANE - SRR HEE > K
I EH SRR T SR B B HIER B Ok » BRI

“BHIOM - BRI b (ISR R TR - M RE T A
AN > BE T AR -

TEEHEREE TR P4 T 67 R B EPRAEEELTA 28446 SHUERIER - 15
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% 1 B e R -

2.1.2 BRlE_ EsEINEERE (Database 1)

ERHE e 4R B IO B SRR nI A nE PSR Mok - B FBEEE T NSRS &
LIRS - 2RE R BRMITE SR AV E R - 28 VUER E 7 hl Rl iEE ~ IR
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2.2 SEEERBERE (Lexical Coherence Representation)

Pre-train stage
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e | Narration \(pretrain} =g S Vil on SN L IS
T -] Data Transfer model 1 = |
== ! ¥l
; Y i
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T5THM (fine-tuned) - L= bias /!
S e e X

# of words / n sentences : . X forget gates Wy * Lo
o ) forget gate value = fx;)

=
;_ hidden dim hme;(?;’! L whflence representation
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g 3 - T
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3 X forgetgate e sal -g
Ey = = L |-Cmren- .
" T Wy SNl | . predict _

=1 % i (cv)

Data Augmentation vote

Lexical Coherence Representation Extraction

B . IR e B GRR 1E fE]

[Figure 1. Architecture of lexical coherence representation]
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2.2.1 EFHEN (Data Augmentation)

s E - BB RHEN T s & s BB E R Z B R - #EA BT
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2.2.2 X 3FErEE (Chinese Word Segmentation)

TAEARAI S FRERAMTFE - # S R 22 MR B dm A SRHIRE B R (R ER 5L
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P(C|S)P(S
Seg(c) argmax P(S|C) = argmax M
S€G SEG P(C)
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2.2.3 P CFiEEE (Chinese Word2Vec)

BLEE S (E RIS ERER IR AR [E] » SCARZ BB - N2 BTy « By T (0 ERE 4 A sk
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& Levy, 2014) -
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2.2.4 ESGHASBHEK4E4% (Long short-term memory neural network)

BRMAEEERGE E SRR SRR &%T@JF%EE}%B R4k 1% » FEHUE = R0
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Ct == tanh(WC b [ht' xt] + bc)

Co = fr * Coqtip x C;

i R HARC R R M A B R AR A B e S 6 R B RS IR e T S R Ry
SEE o SNETHRHIE RIS R SERT > REMIAERE MG 320 R e B8 20 PRI BB R L -
R AR RS MEEE =M/, i, o) -

ft =0 (Wf “[he—q, xe] + bf)

iy =0 (W;-[he—q,x:] +b;)

o =0 (W, [he—1, %] +by)
T4+ =ECRE S EHHEJDEE?’“%‘JL%E’J 25 TG o3 3 08 o SELH AR C Y i i B, TR P A
FHItE— T&%H%”’“T’E%ﬁ RIS Ry —TEH & 070k - BT E o R B U T4 AE

DORE T SRR AR AR 1 T’EZ%%)J#M[:W@?&?%Z bR AT HARC IR AR 4R e (Y R el FE 1y 128
4 -

2.2.5 EERGERE (Lexical Coherence Representation)

Fo TN T B IS LAV RER R FRMT 5 JofE Fl BB IR E SR S - SR ok
AR 1?%?*21?3?%![%#?9’3%)]?‘*4 b2 % - AR BAFTHFAITHI ISR AL 8 5y
SRS E > REERE-RETEEEME - SR EEEEEN TR - LOBHE
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THE—EITHEE - JRIRBIVAER « BRI E NV E SRFEEW, - $2HUE - TFTRT
DIEtEY - ERERE A A RGIEE SR HE S,

]?t = W~ [he, x¢]
NG EZEREA > B n (@51 @ T2 5K 87, LN x K KNFFH] - Bl
e B EEE R AT E EEEINFR PR -

F=g(f . fr)
Her g 2R 17 {E&EHZ e > s AMEMAX) > F/IME(MIn) - 258 (Mean) » Hr 78]
(Medium) » fE4E7(Std) » 1 537 8(1%) - 99 H o fir#(99%) » 99 Hrfir¥- 1 Hofir
(99%-1%)%% - {5 (skewness) » 1[5 (kurtosis) » &/Miz(min pos) » A fiz(max pos) » P
43 fir# (lower quartile) - _FPO43-fir 5 (upper quartile) » |- PU43fir # & [E (interquartile range) »
i (power) » 1 #Z=457(point difference) - 12 (& F (F2EHERMEARNEE R RIGERE -

2.3 WGEHEfE (Cohesion Matrix)

LV wxxxsntsras
=

SrR M EPE(Text Cohesion) »

Stepl B A GRS 17 2 30 W FR T
M s 23

HERS: B EE_ERE
TRAE

HSH » BICEIRANE  SEARSENT « Md EWA
T W—WEENRE - LM ER—ETEIMGE - HEE - BI%T
BRAETE - BAHHATHIR - ENREXART - BEME 0k
H0E WG - AN IRTLOEE -

Step2. IR AR & S 1T IR IR

---MEBR W (LSA)--- --- IR (word overlap)---
Local LSA < BBoverlap

¥ Global LSA + HEoverlap

¥ LSA GIVEN/NEW * Hioverlap

¥ LSA Verb Overlap

AR

2013 (FRIFHHFFRER) BEUECHEABREREITEF & AHRERA J

67 2. JHe RAE R i B AT 1]

[Figure 2. Extraction procedure of cohesion matrix]
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TG AR R B AR E e RN H B RS 2 — - TETEEEN 20t > WEE
AEE & CIEERIECE Y N2 (McNamara et al., 2014) < & 77k (L FE A R A A DU S
B ARE s R S T AL AR (R © A TAERSAR USSR - il AR
HIFE A i) LSACERER M) HERTE - AMRETER{E LSA HEMERZAAEM
g o

2 Ry MG SRR R > ARG RIS 2 BTN AL - (Fr] 45
BIER > B8 SR EUE - FlanE T oS B E R LSA R E AR EENH
I > MAERI R BT E AR EEE A EENRE -

BAMIFEHFTARY 20 4R > maEiE R MR U > TR 2R IE 25% A5 I S &
SR fEMERE - PN A ERER B A ES - 2UESEAMEES - B A T4
REARL ~ I a) 45 A DUDL R B 7~ R /N BE Ba] EE R R -

JE el #aE B B R f e R T EAH A A T [E — R E AR - 2SR
fEEt B R — R X E T THENEERER - BEfsla S m s EiEsts
A F45RENIREELE - STERR(E A 45U - A4S OME— R E
w2 IR dmiE R B 7774 (i & Eisenstein, 2013; Cheng & Liang, 2005) - 4 e 18 E
o RoREIR ) 4R R By B AR A (BLFESR A ~ MHBRECUIR) AT BE « Btk —(EFR e EE
TP B R B R AR AT ME -

2.4 %,FE&?EX%%}E%(TF-IDF)
TEFEHRESE (TF) DU E SCRESE# (inverse document frequency » IDF) Fir4HRY »
H¥ A 7FRER:
MYk Cij
SRS EEEES | (ECENEEE oES | HEEEES CE R EHIRX
g

IDF {8 £ H Asa (- B B B R ry s F MR B -

|D|

1+|{deD:ted}
SRR EREREREN X ERE - i BRI X ERE - R B EE)A HIRAE
SERIED » SR RE - EHN AR Bl +|{deDted} -

BEERIENRTOT:

TF

IDF; =

TF - IDF,, = TF, ,  IDF,
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3. Est R&EE (Experimental Setup And Results)

3.1 EEigst (Experiment Setup)
f ERTEH o FRIE AR R AR B RS E RHEER R A E B B e O E PR 2 [
TR - FAMERER YDA
(1) sEFRRESOREARR 3L 2034 eV RHEE
(2) G AERE 2 20 4EAVEFEE
(3) EFHHAECIE thaRagas U bR i ok & (R R O T 47
(4) EERGERE AR 2 F£&

R T S TERE R B OB B 401 Coh-Metrix “EBER A AT ) F 2
AT - el R — RSO PR IATIAIE - &R AT ) TR s
R RS+ ATLRFRACEE » [ BIR RS - EM TF-IDF K5 5a Hear
UL A T 5 B T — R — RS SRR R RS S -
T LSTM RIEAE (R BB EL % 505 (e + 46 L — I G oM o A A R
TRPHRH TR R (R T 2R (B R SR T - RIS & 5k
S BREFS B 9 T  E F R  » S0B5 RS 2 S B F R 7 A B AP TP =

B 1 5 LSRRI R MR R B BRI - BRI A /RS B R B
(VMY TR L RO + 25 R TE I G I AT o ok S (TR P R I 5
SR - S AR B T AR R A () - BT SRR ARG
(B AR T PTG T (T B A R B AR - TR I Bt Al
RIS B (IR A RIS B ER(UAR) -

R A R PRI A R R B P S0l P T 4
FHEES 5 HP ORI I s SR R R T

B

3.2 BEE%EE (Experiment Result)

B BRI IENVAE R - (F TFIDF J3k 5 miS U E B ~ RIS R MBI 28
B AR~ BT - ERRT - P #LEE PE R EAVRUML S B A B
SR A o BNECEN A ERET - Gl “RIET - BT - CHURT
“ET o tEfaTHEC Bt TD (Typically developing) 32t HURUIUEAR t B4 AR AV S« LD -
TIGEEM N E RN “AEER HNET T SRR EESCE R
AEETFHEOME" o “BRIGENATAEMNT - Sl  MEN S BEREFER
W% B AREIGI OB - eI LI TR EIAS R -
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T 1. TR E R

[Table 1. Performance of different features]

Features UAR/p value Accuracy
Coh-Metrix 0.73/0.12 0.74
TFIDF 0.77/0.10 0.78
TFIDF + Coh-Metrix ** 0.80/0.04 0.79
LSTM ** 0.85/0.03 0.86
Lexical Coherence Representation ** 0.92/0.007 0.91

TEP RS A » 32 1 SA4E IRV EBRGE R - JEGHY A BT S 2 1 {5 A M
REHEERGEFRE #EF] T UAR 92% o BELEMELEAVFHECRIGE MM TFIDF
JT7ERT T3%FI TT%HEE T - H2EE KA - A » Al —E2E i A& EHHT
TR BT o AV RN - 5T ERE - (E R R MR HAYEE B RIS fF}}f"”)Z?ﬁ
SRR - 7 sk HL Y £2 B B PAYE f4 EOSUCAR N SRV ETS HIBRER 8% A [0 (B2,
ATFTER BHVEE B R G E FHEUE H R A SO BRI N B 2 BT A 2Ry > i PER
{5 P B R AR U R R U AV R A 5N - 1% » IR Ea T 3E R A ‘H
AN BRI EE £ 25HTERIVER - ERHEAP P EEEN A%
R LT n=5 AR 1SR B F R -

F2. FIBRS LI T I EHER

[Table 2. Performance of different augment set]

# of sentence LSTM Lexical Coherence
n=1 0.76 0.78
n=3 0.85 0.87
n=5 0.78 0.92
n=7 0.79 0.81
n=9 0.71 0.81

e H PAEZ BT 22 8 R (ADOS)F R LIRERE JAVEF T lisE T (3% 3) » FfMae3iit
AT TR YRR RS R > AN R o AT T UG FE S MR AY” Faltis " aAd
> FE = 73 R AL T REEE E] 80.48%H MR -

3. NG/ T/ I

[Table 3. Attributes of behavior related to coherence]

4Rt HHTHN R
A4 ZINRANE B 56 0.5378
A8 =R 0.8048
A7 HEEM 0.4208




AT PR 2 A [N 55 B 5 /B2 I L TIE N2 E P 29
3.3 E‘Eﬁﬁﬁ (Analy3|s)
(Cohesion matnix) total feature LSA own (Cohesion matrix) total feature LSA B own (Cohesion matrix) total feature LSA
, s o - : x " >
D s
R, P "6 Ea

“ ® o L] 2 L] % oW ) “ ® o 082 M % 8 @ 20000 M & & W 2 M % % 0

3. Bz E GG ARBITAF TR Wﬁf‘r@ﬁ B F PR FET

[Figure 3. From left to right, the green dots represent the samples of random word
order, random sentence order, delete random word in sentences]

BB RGBT s S et - (H R - B TR
AV E RN - (AL - FMIERA TR 38R ICLR BT 7A(Li et al., 2016; Koh &
Liang, 2017) 2 — IR S A PR MIAVRFEL - AEE(E T oh - BAFTE o B T al s
INZEREATHRENRR « A7 IRF - SCEMIFREE PRI - SRR
REBEA > FIRTBAERB R I AR R R R i ] AR R EE R 10 - 2
P& AP — 21 [E] g (o P W A e ] 2L P A A A AR Al (RIS T 8L BT e ~ (B R
PR E B T Bl Fp) - ZREER R B R RS 1B T AE My 22 [ sh Y B R AR -

own (Cohesion matrix) total feature LSA

own (Cohesion matrix) total feature LSA

.
15 L >
L :. LR :. ®
0 * L L 10 " e e
L] LI . L)
L L *
5 ® L] . - 5 L] L]
L ] L ]
. o i ] o
0 o .’ 0 e,
o J o
-5 ° e ,* 5 s Moo
Dal AR
L] L ]
-10 = Koot L -10 - Ve
44 46 45 50 52 4 56 58 &0 4 46 50 52 - 56 58 &0

B 4. HZB L5 R AL F/FE a7 ~ [ ER A E FEEFT /L /7
[Figure 4. From left to right, the green dots represent the samples of random word
and sentence order, delete random word and random sentence order]

B SR AR A A PR R LA SIS A AR A A
B AR R SR 2 BB PAE A B 2 [

BB

Rz ENERIEA  ALEMUR B PEZEAT BRI -
SREVERAG - BEE 4 A
BURTRMIAYRAEEE S B A =R A i

R UR A
ERBIIEE -

PEHITIE L © LA > BEE IS LA YA UG H] (R T Bl BRIy ~ [EIRFINBRES

JE T BT AL ) HE AR A -

RS SR UG B PEREA - BT T

R > TR HAVRHERE S S A FR TG A - I H i & SCAR FERTRIGIEE -
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[Figure 5. histogram of samples]

B EH EPAERA « MBI ZEREA > DU AR RS SR S8 27 A A (E
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[Figure 6. histogram of samples with statistical analysis]
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4. %55 (Conclusions)

ARt T — R B RHE R AR R UG R B AR - A R IR
MR ANETR T - BRI AR - B TR R & B A FR R
SV EREERYRME - ACHER LRI RERFE - FIFMIFTER I ATRE R RUG R A SR A A A
£ 5 PER SR AL 2 E] 92%HYER A AEMER - BB FHtr B mN ENEE A ITE -
B 1%, 15 B AE SR 2 B A B R A B AR G B R R R SR S iR AT B ) -~ Fhd
A DU BRAVE R A S (i BE B 22 21 - i EORH A B B S 5 AT G FE A e 22 ]
& > BB TSGR A NZRE AR G R 1S NI B BE MZREA - B
GRS - BIERRMAY R R A AN R B R s AR e - (EEE A
RRETRTUTEANREEEEENRGENTTE - E2BREEHRE SRR -
MAERKEETTA - BRI M R L ARE R R G E Slat RrE S 2 ks
AR R (% - S REIR SN BT B S B P aka T VR BUEEE BT ~ sEAEHEE
SLRT 2 FEIAVRA (& > (S RE S IR At AR SR B AR DL T 5 SN RISt DIES
TRRRAY T 3% - AISERIE A T2 Bla il « BBEBIE T - R AR LAERE
HrHIZRREHTAT Attention-based LSTM » 6 & FHAE SR F i FRAVTT Ry &R T > =& R E(E
ST 7Ry L BT -
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Joint Modeling of Individual Neural Responses
using a Deep Voting Fusion Network for

Automatic Emotion Perception Decoding

HIE ~ T

Wan-Ting Hsieh and Chi-Chun Lee

T

N em RS RS T > ISR 5 BE T R RIsE » B i = 1 LR A Y VB A
TRES BRI I A — (B E AV T | - S SR EE R Zal & =R
HEY MRS 5800 KR S8 RN ERE 2 22 > BIZslEHMnrEss - 24
1T+ FE SR D AT BRI 38 P I B EL RS R 1A A1 [ S oot A R AR e 755 v ) At
Feiig o Aot » Fefmae2E s e e B R E AR > 20 T —
T Y 2R S R R S S A 4R GBIV R T B 702 » RAMEZE A U AR 5 175 G TR R
BSERS H2ES] T 53.109% 1 UAR #EHER - HIAHEARIFEE: SVM decision score
FlEHIEEE 8.9%  HAMKMESEMES MRl ERlHVRS > FEHMEERD
MBS BRI 2 56.07%  FMIOVIEZ N EEIH T HE M (ES 2= 2E
Btk BMTEMASEER - EEEEEE > BERNERT -

BRSEEE - (ERS A5 - DIREMEMEIRIER - BEEE A RS IR A A A

Abstract

In the era underlying grouping life, affective computing and emotion recognition
are closely bonding with daily life, and impose great impact on social ability.
Understanding the individual differences is significant factor that should not be
ignore in fMRI analysis while most of the brain studies on fMRI seldom truly deal

BT EE AR
Department of Electrical Engineering, National Tsing Hua University
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with it, we carry out a system considering individual variability to recognize the
emotion to the vocal stimuli with BOLD signal. In our work, we propose a novel
method using multimodal fusion in a voting DNN framework, where we utilize a
mask on weight matrix of fusion layer to learn an individual-influenced weight
matrix and realize voting in this network, and achieve 53.10% in UAR for a
four-class emotion recognition task. Our analysis shows that the multimodal voting
net is an effective neural network encoding individual differences and thus
enhances the ability to emotion recognition. Further the join of audio feature also
boosts the result to 56.07%.

Keywords: Individual Difference, fMRI, Vocal Emotion, Perception, Deep Voting
Fusion Neural Net

1. 4&5% (Introduction)

IS ThEE MR S 2 HIHL i (functional Magnetic Resonance Imaging, fMRI) S F 15 LL
I B HL T SE R FE AR (B LR R SR (Blood oxygen-level dependent, BOLD)iiZ< A b 41
R 545 50 A% (Zhou, Wang, Zou, Zhou & Qian, 2013; Fossati et al., 2003) - ELH > [ff
FURTEA MBI LRSS R B2 kR 1 - RISEE 2 BIAEIE RIS 52583 AT B8 2 A AR [E Y
MR AR MREELEASE - MR LR RV R R+ 1158 - (HRZ B ARSI AE Ry 28R
HRA - BRI R E A E—EE R B (EE - SBE LSRR A BRI T 2
R ERSE ROV - BT - — il A B S (B R 2 (B2 s B I T RE R
R PR T I IR ) S S A B B 4437 (Van Hom, Grafton & Miller,
2008) (MacDonald, Nyberg, Sandblom, Fischer & Backman, 2008) (Kanai & Rees, 2011) ; [i:
Fh> Canli % A5 HAFTE K & (E RS 72 52 H A0 DR R A BRI & 2 Rl 22 i HRas 45 S A
& $EER 894557 (Canli, Sivers, Whitfield, Gotlib & Gabrieli, 2002) « 53 4ME—{7) IERETRZE T
Hamann 55 A\ 8B LM AR B 1B & LA 5 2 FIE RS 2 5L AV 52 2 (Hamann & Canli,
2004) -

TEHEE RIS - KRB SRR EHE RS = 2N U7 A Ryl s RN 7 28 5 H
BT3RS S 5 25 LH AR RA 14 (correlation plot) s & {lE A8 722 52 » 5140 Dubois 55 A 77 28 1 {E
NJE 4R R E - Base R AU EERY TMRI {5 559 7] 5E14:(Dubois & Adolphs, 2016) ;
Parasuraman % A {5 FARDUHY D7 /A SR 22 (8 A 72 S ARl s B AR RO IR AU A SRR A AR
(Parasuraman & Jiang, 2012) - 752t )7 ARG R 25 fE{E8G 7= SEAYEE 24 281 fERASE
FA7E TMRI B35 5 Bhfgns \EHE BURRIB B AR E &= (41> Wu, Chen, Liao, Kuo & Lee,
2017; Alba-Ferrara, Hausmann, Mitchell & Weis, 2011; Schirmer & Kotz, 2006) ) » {R/D 7
R ftiRHE RS 2= B & RIREEF -

TERETE A - FeAMER RS B B ml & i 28 4% (Deep Voting Fusion Network, DVFN)
HEhIMEEREAEREER - DFE A TE S BN - rhEh2em s » sl
AR &g LB BB EEREE - SRR S nY SR N B ARSI R
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ERASLERS T o AT (finetune) © HEEER R IFIHEE: 18 (B2 E - BEEZE 2
51| 251 44T NS08 S TR - TS L 0443561794 % the USC IEMOCAP %
T6H/EE (Busso et al., 2008)ffraat - Fefie AR E G N 4 BBE&R AN ER bA
53.10%1y UAR(Unweighted average recall) » B F7 AFZ Y J50% » Wi P S = 38 22 1 g
(two-stage decision-level fusion technique (Wu et al., 2017))fHEL - A E Enss HgR i
8.9% - [t4h > FINNAFHERIRY fisher vector Bd DVFN %055 — @HY&E RS - (154
MR R 2 56.07% -

IER ST S R KRS B 45 = R RE (A DA S 2B R
1. R — R R S AR D S e A -

2. BEAREREEITEETH MR BRI E P2 IS S RDBRE A R SEIVRER -
3. IBEBHFEIRETINASEEN » (EEEEEE SRR -

FET RIS H oy iR B ¥ Rl & (Fusion) WY 7 A #ET T SRR [E1RE 5 55 =80 70 Hh R FRe /48
DiRe RGN EE - B T & RHER AR 7% - BEFEH - LUK DVFN
R 0 BIEE A ST AS B BB LR, ~ &SRB © B LA AR As S (EE
Sl fR AR RIS T A -

2. XEREEE (Related Work)

TE LRESHIS A2 7 AW R & S5 RE &I (Ayache, Quénot & Gensel, 2007) » 41
early fusion 1| %5 FAYRLE (fusion-level) » AN [E]HYE#E % (concatenate) » i A &
— (BRI IR 5 55— B EE Ry late fusion » f&F & A REFEUN HA AR A SR 73 8 (decision
score) 45& 0 FFTHM—ZK o [EAh - kernel fusion 7R Fy—REE RAVEUE - FI R H0RE P15
(weighted average) iy J7 =45 & 2 E A [EI R REAYFF EUE FHIFECH] -

AR B2 S A e - IRV 5 RE RS 774 (Ngiam et al., 2011) FsFl]
SRR E 4R 48 481k (cross modality deep autoencoder)sll| i & & 2 AR E R AT 1
f] /&= (latent space representeation).

LIS EE o AR 2R 228 B v AR A R PR 2 7RF 25 (EIBLRE LA early fusion 77 =X 2843
E Rk &g - DS (AR EEEE » SFERMTREHE AN EREEENTE A RS
SRS AR YRS R > 7T finetune o

3. 5% 57£ (Research Methodology)

31 B4 MmETH T EMRIZERILE (Vocal Emotion Stimuli
Design and Collection)

H {12 the USC IEMOCAP &}/ (Busso et al., 2008)35%s 1754k 142 & & BB 2 5t

FIEITINRE MRS S YRR - READRHE & B 22 i EUR S R LL R SR BB

L [EI R (Chen, Liao, Jan, Kuo & Lee, 2016) - L5 X5 FHHVE LB & 6 T [ HIH]

Bl REaBEER - P - ARDUCHEEES ~ | & e EEEE S EE 5
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YRR S I B B AR ZORS - LN E L4518 555 B the USC IEMOCAP
database ¢ ][] — 2 S FTITEE - SOIEIE 251 AJ3% -

3.1.1 1E4 45785 (Emotion Classes)

The USC IEMOCAP database H i it &34 (5 &8 58 AV IB 48188k - R (E &R E R 2L 77 8
fEEE A E S - S EE - BET - M AR e T o (H AR R A
[ 251 AJgE - (115 8 BRIV EBE M - B R TSR ITE - Fif12
FRIARIHCE (Wuetal, 2017) » e - ST - BUERLG R AR - i ~ 9
a8 > RIS 8 MBS IERTER AR 4 8 Wk 1A -

R K ES TG R 7 B 0%

[Table 1. Summary of the original and the merged labels of the 251 utterances used
in this work]

JFHRAR] | Valence SE& | Arousal 4k | BiE Rl E TR e
HeE =1 & 33 Class 1 33
51 5 iEF = 12
HE iEmA = 64 Class 2 79
BT iEfH] = 3
g aRs aH 69 Class 3 69
45 =1L = 19
T =i {5 1 Class 4 70
et =\ & 50

3.1.2 geiIREE B EEHRFEREE (fMRI Data Collection and
Preprocessing)

WM LIE S 18 (L EFE#e /1 /E 20~35 BRAVIE 1 Fos ~ BARELL RS2 ZHE - ILE R
st Fy block design - JREER H Y Rl 2 50E B H4E IR A (Valence ZIE[E ~ ik
Fegm) AR AB4EMEIERE (Arousal 25 ~ ot~ (K) HYSIE - LA block &HSHEE
Valence = Arousal iy —FEf2 & 2 4 5 7y R AE - HAEPN A R EEFRL - i A
TEEEMERIRE ) » MR faat T 5 i IRE - (2l B RVEIRREEE 251 -
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iR

H Male [ Female

2 3

£ 28

i 26 i—ﬂ:':T-
24 ——-ﬁ”s

22 J

[

a

5]
=

18

B 1. ZHEFR T TE
[Figure 1. Age distribution of the subjects in this work.]

KRET - T E—THIRETEE block 2 5 78T H & A EEHTHED]
1548 BN 2B E R ] o BAEH IR E RS & 3T scanner (Prisma,
Siemens, Germany) - TR=3(s) - %2 A //\(voxel size)ky 3*3*3(mm?) - B2 FL({9F|F Data
Processing Assistant for Resting-State fMRI (DPARSF)#:{THiEEH (Yan & Zang, 2010) » [
Fy—EHL)% SPM il REST Br#EnYHRAS - m] F 5% (8 i B A2 6 5 Bhi s il G A iz 2R
(2 » 24 ¢ slice timing, realign, normalize, smooth - SERYFIEIE% » FRFTEZREILIR
HBRNE BB — R E R B m RSN &8 R EE ) 2 154 -

3.1.3 ZFESEHEEL (Acoustic Feature Extraction)

FAI(SE FH W (B0 B B = 4 7] EAF R EHERE W SR (1) $RHUEE R P& it (Low
Level Description, LLD) » DAk (2) fEFER SENRE ST (Gaussian Mixture Model, GMM )
(12 =5 1A & 4R (Fisher-vector encoding) - #%{f9{#F Praat (Boersma, 2002)Ey {7 13 (@&
MFCC(Mel-scale SEZRFEEAE) ~ B ~ LU LL 60 Hz fiF 2% (framerate) 2 HLHY — &
R ZFERHEL o AR A E S TP M S 4ERE 1) T z-score B2 - HINEAEE REAR
[E » Feff#E—2F % Gaussian Mixture Model- Fisher-vector encoding (GMM-FV) 5%
T EHEIEESE IS EREE = GMM i{EH Fisher {5 S JE[H (Fisher Information
Matrix, FIM)ZT UL DLUE— T 5T B [ & 2K )| 9k GMM S8 Fr s iy 7 ey i > By
BRI 2 DUES AP i e AR E R IS BB Y BB A > BB EEREY— £ 51 LLD -

3.2 FIFGRRMEHEEE 2 FHEER (TMRI-CNN)

BM2F i AR MEERERHE AT Y B i s 58 - SRR RSSER AR S
R B HYREL(Wu et al, 2017) » HAMEREOCRIEE T I FT /N i I T E 2
B S P A 2 s 4 R A YE 2£ (Phillips, Drevets, Rauch & Lane, 2003; Holt et al., 2006;
Schirmer & Kotz, 2006)+ [K| [t 7£ AR FE 5 » Fe {5 F Automated Anatomical Labeling (AAL)
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AR I EE Y MR &R} > S 5 A A S AT A B4 > IREI-GRE & g
(Convolutional Neural Network, CNN) » 2BV SHE Z i & RAEE @ VS B m & -

1 CNN Sz - Kb Ae 4 @618 3 et (b)g -3 g 28 #E g » ) 1 g softmax
g DA 4 BB REUE(E - LI A 11 [EREiEE - S BINEE By - BUERNEL
B SR MR ek B (Rectified Linear Unit, ReLU) - {8 (b 25 (58 F BE B 156 1 [ 04
(Stochastic Gradient Descent, SGD) » H.2:#5 weight decay % £ & 0.000001 - momentum %
5 0.9 ~ learning rate 5 0.0001 > [F£4) epoch 2% 5 20 > H 3| MY R 1] 3 88%~95%
B RS BRI AS A i 51| 4 5 SRR - FRAPTE B8R — @ RS e 2 (500 1 EfiRk) 7E Ky ThAE
MRS R AR L -

Individual Differences

| Deep Voting Fusion Network ]
O
':lq b Voting Fusion Layer
XL O
E o &

O N

| GMM-FV DVFN Fusion |

16
R 00500
MFCC-13 a A L ATEV
D e @ %m’ u b ;,@l:::j" L

Intensity

Input Spoce Feature Spoce

2. ZITREE - LA MRl ZSE E ARG R © FfajaE %43 DVFN
RARE | TFE S SRR R 51522 DVEN gis -

[Figure 2. The upper part of the schematic is our proposed deep voting fusion
neural work in performing automatic 4-class vocal emotion decoding; While the
lower part fusions the fMRI representation obtained from DVFN with the acoustic
feature extracted by GMM-FV. ]
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3.3 FEKEMSHEHEEEZERE (DVFN)

TR AT DVEN 228 58 B B P Mmh & S EE RS AR B LURISR A &S f2 G Fr 2 AU I 4
% - 20E 2 AR - DVEN 884G 7 g beiE g © 55— g 2% g (dense layer) K¢
CNN ZZHY Y 500 4EFif#a 2R 4E 2 100 4 © 55 Jg Ao ffE > BV RREE AR 100
e EEFEE RN E Z R PR AT R 64 GEFE R 16 4 - &k T 4 (HEGES
(1 softmax layer DAfSE {5 &E 2RI o )%k DVEN B > F{F{sE A 73 8858 X Ji (categorical
crossentropy){F a5 eRE ~ ReLU {F Ry s e 8 ~ 1825554 Adam H £ learning rate
{85 A 0.0001 » £%{% epoch 3% & 10 2K -

3.3.1 #EFEE (Voting Fusion Layer)
M5 AREEmEE T BRI & 22 B2 E - HEETEZWT -

Hrp Dogfh e g f Byt - We BBl e f RREEESEIE - D, AlRy DVEN ZRRE 55 g ry
o PRI AR BEEEHE - EREENE - AR F2HE (bias) -
[ERPSUS > IR R BN S E (6 A RVRHEE REE (W) -

3.3.2 FEFERMAHEHER (DVFN)

DVFN ZefE ¥ ST At 20 B (DIERE & IS Wr 1% > ST ICRE EJE AT =
(masking) - (2)iRFSHEE1R AITE EHEIE Wagusted BEDFTEL AR S & 1E B @20 - ¥ DVFN
HELT R (finetuning) © 40 B4 - Wi R MEBGHVERIEE - M5 2 (a5 R HAYARE
NAALRETIEFEETRMES ~ R ZAHNE] - NSRS > AT W (FEE - 365
A—{ERIE(T) :

f(w) = {
R O B R R BTG + L O 2 (Bl » e TR R

HIZ S E AR IR S, - BEEIES QT BelPTEL Waguereo HU Wi 3 S48
(finetune)#([E DVFN Z24# -

1, if lwl <t

0, iflwl<rt @

3.4 BEEHEIMRIESEFES (GMMFV-DVFEN SVM-Fusion)

HAPIFE Ay DVEN 2 o B L 085 — g (16 {El fi7RE) A 20 A0 H B GMM-based 1y
B fisher vector AP - #E17 early fusion -

4. EEFLETHLER (Experimental Setup and Results)

M E Bt BAIR TMRI S TEHN 251 (EEEA) Sy HI By 4 JEIES 54 - (5
SR AT Y22 RERT - TMIER A leave-one-utterance-out Y58 Y EnEg /774 o FRAMIAVAE R B LA
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unweighted average recall (UAR)EE R o DU fy—Su 3R F 2R LL i ny 208 DU R Hoploat » Horp
AVB X% average-based ~ INB HI & individual-based V45 -

e AVBaverage: EfERATA AH FMRI-CNN ZEHH A5 R & PHIRE AT 12 28 SR )
=% (Support Vector Machine, SVM)4345 -

. INB Individual: $F1HE AH fMRI-CNN Z<HY o E 2 28 A SVM 433 -
i

o INB SVM-Voting: KiFrA A H FMRI-CNN ZEHY H VR = £ 5 51 SVM 733510 A
FH decision score #:ZZ(Wu et al., 2017) -

o INB DNN-Fusion: A AH fMRI-CNN ZEHY S HIRF LR LA DVEN 20 > 24
M RS AR -

. INB DNN-SVM-Voting: #FTHE A fMRI-CNN ZEHY HA9FEH = =% A DVFN Z24#
Hho AFHETHHEEEE @R SVM 4345 K decision score %22 -

. INB DVFN DNN-Fusion: A% =27 (5) 27 224 -
. INB GMMFV-SVM: ¥} 251 {35 F2#E7T fisher vector gt » FIJF SVM 5308

e CNN-GMMFV SVM-Fusion: ¥/ A fMRI-CNN Z£Hy S 4 1) 8 B S R
fisher vector #(]F5 Decision score {7 late-fusion » FEF|FH SVM 4345 -

. DVFN-GMMFV SVM-Fusion: $F7A AR fMRI-CNN Z£Hy S 094 % 5 &% A DVFN
S R Y RIS R o I B A fisher vector FIJF Decision score #E1T
late-fusion » E A SVM 434H -

4.1 fMRIE4E 745 5E (Emotion Classification Results)

% 2 BBAMAIH IMRI FE4ERAT 2 4E R - BEMERE DL 4 1 UAR 2R » TfMHeHiay
DVFEN ZEs R e - “ERERR A 2 53.1% » #2 2 FibFTAY4S S (Wu et al., 2017) » 7RE[ INB
SVM-Voting » tHEf#E 8.9 % o {3 2 R DLEEER - RHERSHYRHEUE 5 8 > JRE[ INB
Bl AVB Lh#ER - 45 BLA/MERRT - R LS TR SRR nIiEEs « [ERSERE
EHEE -

PEAh > B EEMPECAE RS - TR EER S IBHYS [ A > RE(E 1A 4 pS 22 I gE S [F] Y2
LERER SRS » [RNILAE A RUNEEE 4 77 B AE R « fe2 2 HJrm] DA A1 ek
A % P ZE A 3 5 (INB- DNN-Fusion) #2 SVM 43 J8 5 Il F§ decision score % ZZ (INB
SVM-Voting){#; 1% F I -3 EHE S0 A 2148 DVEN HYZ8C (INB DVEN DNN-Voting)
ﬂUEEﬁ\ A S EEREET(INB DNN-Fusion) - ZERERT] 5t 6.9% - a2 A Ry i B (i
SRS RE B N E RS s 2l - (MR A AR B S R 45 5 -
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& }/2% (EHT DVEN L{ R B ERmHS T 20T IS PFaa R - SEHERE L UAR(%)
=

[Table 2. It presents the 4-class emotion classification results of our proposed deep
voting fusion neural network and other fusion techniques. The accuracy is measured
in UAR (%).]

A-Class AVB: INB: INB INB INB INB DVFN
Average Individual SVM-Voting DNN-Fusion DNN-SVM-Fusion DNN-Voting
Class1 | 15.15 12.24 15.15 15.15 15.15 24.24
Class2 | 72.15 77.43 84.81 89.87 87.34 87.34
Class3 | 44.93 46.41 55.07 55.07 57.97 56.52
Class4 | 37.14 40.87 40.00 38.57 47.14 44.29
UAR 42.34 44.31 48.75 49.67 51.90 53.10

4.1.1 RRES T (Threshold Analysis)

AprgEd > FPPESIH A FIRI(E T AyAErER - R E R TR HIE & 0.001 £ 0.01 > Jif#E
FH Leave One person Out Cross Validation (LOOCV) 975 =ETT » 45 R40[E 3 Fios « ‘&R
1B Ry 0.002 I > Hff 4 SFIBGE TR R (- SR ACE M350 & B ERY N B0
= 0.003)AEHfEAF LA = - A L (H Rl & T HE B PR S AT E SRR By O RSB ety -

Threshold Experiment

53.5

53

52.5

52
51.5
51
50.5
50 .—
0.00 0.002 0.0

0.003 0.004 0.005 0.006 0007 0.008 0.009
Threshold t©

UAR (%)

B 3. FIEEGE « THIVIERITEDraba R o 2 E L UAR(%) 2T
[Figure 3. The 4-class motion classification performance measured in UAR (%) as
a function of threshold ( z) value]
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4.2 SHEEBEfMRIgIE4E5E (Multimodal Fusion Results)
% 3 REtdil MRl &R AT 2 &R - & n DUE SIE EA SR8 Y
GMMF 48 8 SVM S TUHH % 4% 73 1 (INB GMMFV-SVM) {8 1] 5 G4 5(53.83 %)
BBy AERER =2 63.63%; FHELI = A IMRI ZE73J5F (INB SVM-Voting) i A i
RN F2(48.75%) - HE—FEHN S MEAERIER 15.15% > BEFERE 2 T A AEERHET 5
— MR e S 2 24.24% o (LRI RIS ARV B0 5 s B m G 48 - SOB S 2 B
BIFERM NV LR EE A - A EFRER SRS IMRI @& ry )7 22715 —
HYGEIR - AR R G R s -

& CNN HE A EL S /S GMMFV gl & #E(CNN-GMMFV SVM-Fusion) » #ERER
WO R AN - A2 556.25% - LHENE NS - SEMENEINER) IMRI &k
{5 L AR 22 36.63%  H 55 PURIAY 45 SR 1. PR L AEAH A & SRAN AT 4 77 {58 UAR $27F 22 50% -
FAMVE R DVEN (A5 2 (@S 2= SRV A T EUHAY TMRI F5EEL GMMFV 4551
(DVFEN-GMMFV SVM-Fusion) » 55— TSR SO IAE 2 42.42 % » H AEAEMESR
PR 4SS 0 25 56.07 % -
3. BRETMRI ZRHHS 75 2 H VIR (S 4E Dt R - B R EPL{ UAR(%) £ -
[Table 3. It provides a summary of our recognition results using the fusion of audio
and fMRI, and the accuracy is measured in UAR (%).]

4-Class | INB GMMFV-SVM INB SVM-Voting CSNV'\II\/_I(—;IL\?J 's\fanV D\S/\S,\'\,Il__(étﬂsl,\gﬁv
Class 1 63.63 15.15 36.63 42.42
Class 2 49.37 84.81 76.08 74.68
Class 3 60.87 55.07 58.26 57.97
Class 4 41.43 40.00 50.00 49.22

UAR 53.83 48.75 55.25 56.07

5. &EsmEARANFE (Conclusion and Future Work)

FPAE R N B A {2 T I T 0 T A R e R B RS s R
PRI T EAFISETT RS » 40 el A 2 B TR, - L i 7 s
SEHA] o FRIPHEHAIET S A RS S ORI R - DA ISR EA
KPS B R S R (A A RO R S T SR B IR
SR 1 B LM SIS SN - FIFTZBRETEON 4 JES4EE% - JRMNTERER (Unweighted
average recall, UAR) T 53.10%6 » Jt 51 112 B3 25 16l 5 5 o o 25 1) (5 0 B O e
Frees - FLEFIN AR SN o MR TR 56.07% » HA— A TG AR
BT 75% -

A% 716 T DL GAE R+ EC— PRI F 4 40 AL S 4% (recurrent
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neural network, RNN)I £ %5 HA =0 1% 1 48 48 % (long-short term memory neural network,
LSTM) f& $¢ fi&§ =1 5% I 75 ) 1% 4& (Li, Song, Zhang, Hou & Hu, 2017; Soleymani,
Asghari-Esfeden, Fu & Pantic, 2016) » 22K & fMRI 24 BIFEE » v L—HF A E
B B 4 B R A HUSL Y AR 4 DUB S SE AR RHE - H = 0 FRFIESS ST ff ERE S
TEW TR I B e I 4 A BRI M » BHSZRESmHR H 2 B & 2 BRSNS - B0 S 5 W
BBz s B Gy 2 sl A S S Rl = R -
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International Journal of Computational Linguistics and Chinese Language Processing (IJCLCLP) invites
submission of original research papers m the area of computational linguistics and speech/text processing of
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unpublished and cannot be under consideration elsewhere. Submissions should report significant new research
results in computational linguistics. speech and language processing or new system implementation involving
significant theoretical and or technological innovation. The submitted papers are divided into the categories of
regular papers, short paper. and survey papers. Regular papers are expected to explore a research topic in full
details. Short papers can focus on a smaller research issue. And survey papers should cover emerging research
trends and have a tutorial or review nature of sufficiently large interest to the Journal audience. There is no
strict length limitation on the regular and survey papers. But it is suggested that the manuscript should not
exceed 40 double-spaced A4 pages. In contrast, short papers are restricted to no more than 20 double-spaced
A4 pages. All contributions will be anonymously reviewed by at least two reviewers.

Copyright : It is the author's responsibility to obtain written permission from both author and publisher to
reproduce material which has appeared in another publication. Copies of this permission must also be enclosed
with the manuscript. It is the policy of the CLCLP society to own the copyright to all its publications in order to
facilitate the appropriate reuse and sharing of their academic content. A signed copy of the JCLCLP copyright
form, which transfers copyright from the authors (or their employers, if they hold the copyright) to the CLCLP
society, will be required before the manuscript can be accepted for publication. The papers published by
IJCLCLP will be also accessed online via the IJICLCLP official website and the contracted electronic database
services.

Style for Manuscripts: The paper should conform to the following instructions.
1. Typescript: Manuscript should be typed double-spaced on standard A4 (or letter-size) white paper using size
of 11 points or larger.
2. Title and Author: The first page of the manuscript should consist of the title, the authors' names and
institutional affiliations, the abstract, and the corresponding author's address, telephone and fax numbers, and
e-mail address. The title of the paper should use normal capitalization. Capitalize only the first words and such
other words as the orthography of the language requires beginning with a capital letter. The author's name
should appear below the title.
3. Abstracts and keywords: An informative abstract of not more than 250 words, together with 4 to 6 keywords
is required. The abstract should not only indicate the scope of the paper but should also summarize the author's
conclusions.
4. Headings: Headings for sections should be numbered in Arabic numerals (i.e. 1.,2....) and start form the left-
hand margin. Headings for subsections should also be numbered in Arabic numerals (i.e. 1.1. 1.2...).
5. Footnotes: The footnote reference number should be kept to a minimum and indicated in the text with
superscript numbers. Footnotes may appear at the end of manuscript
6. Equations and Mathematical Formulas: All equations and mathematical formulas should be typewritten or
written clearly in ink. Equations should be numbered serially on the right-hand side by Arabic numerals in
parentheses.
7. References: All the citations and references should follow the APA format. The basic form for a reference
looks like
Authera, AkA W Authorbi~BalB., & Authorc; C..C. (Year) . Title'lof articles Title
of Periodical, volume number (issue number), pages.
Here shows an example.
Scruton, R. (1996). The eclipse of listening. The New Criterion, 15(30), 5-13.
The basic form for a citation looks like (Authora, Authorb, and Authorc, Year). Here shows an example.
(Scruton, 1996).
Please visit the following websites for details.
(1) APA Formatting and Style Guide (http://owl.english.purdue.edu/owl/resource/560/01/)
(2) APA Stytle (http://www.apastyle.org/)

No page charges are levied on authors or their institutions.

Final Manuscripts Submission: If a manuscript is accepted for publication, the author will be asked to supply
final manuscript in MS Word or PDF files to clp@bhp.iis.sinica.edu.tw

Online Submission: http://www.aclclp.org.tw/journal/submit.php
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