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Abstract
Dealing with healthcare data is becom-
ing difficult because decision-making be-
comes crucial to extract information from
a huge volume of medical concepts be-
ing evolved on daily basis. Moreover,
unstructured and semi-structured medical
corpora and lack of domain-experts fueled
more challenges in this research arena.
In order to face one of such challenges,
we have developed a baseline model of
Medical Recommendation System (MRS).
Primarily, MRS helps the experts (e.g.
medical practitioners and doctors) by sug-
gesting relevant diseases and symptoms
as well as their in-between similarities.
Here, we have used a content-based ap-
proach to identify similar types of diseases
and symptoms by employing two well-
known distance metrics, Manhattan and
Euclidean. Evaluation based on perplexity
score reveals that the performance of MRS
is equally well for identifying relevant dis-
eases and symptoms.

1 Introduction

During last few decades, medical information re-
trieval and extraction behavior are largely ob-
served in the web. A recent survey says that 59%
and 49% of U.S. and Indian internet users 1 are
looking for online health information e.g., dis-
eases, diagnosis, and treatments (Fischer et al.,
2014). Such information helps the doctors as well
as patients in their decision-making process for
treatment.

Besides, medical experts face difficulties in
identifying relevant information from the web due

1http://www.prmoment.in/category/pr-news/survey-
shows-that-49-of-indians-use-the-internet-for-health-
information

to information overloading (Sommerhalder et al.,
2009). In order to overcome such challenges, var-
ious domain-specific information extraction sys-
tems are essential to help personalized delivery by
identifying relevant information (Roitman et al.,
2010).

In the present task, we have developed a Medi-
cal Recommendation System (MRS), an informa-
tion extraction system that assists in recommend-
ing similar type of diseases as well as symptoms
with respect to a particular symptom and disease,
respectively. Therefore, we have employed two
similarity matrices, disease and symptom. The
disease similarity matrix contains similar diseases
which have common symptoms, whereas symp-
tom similarity matrix presents similar symptoms
with respect to common diseases.

In order to develop the similarity matrices
and prepare a disease-symptom relational matrix,
we have employed WordNet of Medical Events
(WME 3.0) (Mondal et al., 2016), a domain-
specific lexicon. Thereafter, the similarity ma-
trices and two well-known distance measurement
techniques namely Manhattan and Euclidean have
been used to build the proposed MRS. Addition-
ally, we have observed the following challenges to
design this recommendation system.

A. How to identify the categories of disease and
symptom for medical concepts?

B. How to detect the relation between diseases
and symptoms?

C. How to frame matrices of similar diseases
and symptoms?

D. How to recommend the disease and symptom
based on the number of user-provided symptoms
and diseases, individually?

E. How to evaluate the proposed MRS?
In order to address these challenges, we have

employed WME 3.0 lexicon and two well-known
similarity measurement techniques such as Man-115



hattan and Euclidean distance. Additionally, we
have prepared a disease-symptom matrix in the
presence of WME 3.0 lexicon and a Healthline re-
source 2. Finally, we have applied Latent Semantic
Indexing (LSI) method on the disease-symptom
matrix to identify the hidden relations between
them.

2 Background of the Work

2.1 Medical Concepts and their Categories
Assignment

The research on biomedical information extraction
is demanding to extract medical concepts and their
relations from the daily produced large amount
of unstructured and semi-structured medical cor-
pora. In order to present a structured corpus and
extract subjective information from corpora, we
have observed that the domain-specific ontologies
and lexicons are essential (Borthwick et al., 1998).
To this end, the standard vocabularies and on-
tologies, namely UMLS (Unified Medical Lan-
guage System), GATE (General Architecture for
Text Engineering), and SNOMED-CT (System-
atized Nomenclature of Medicine-Clinical Terms),
and lexicons namely MEN (Medical WordNet)
and WME (WordNet of Medical Event) were used
by the researchers (Smith and Fellbaum, 2004;
Kilgarriff and Fellbaum, 2000; Chaturvedi et al.,
2017; Mondal et al., 2015, 2016).

These ontologies and lexicons help to extract
the relevant information from the corpus such as
medical concepts, their categories, and relations
between them. Besides, the medical terms or con-
cepts extraction from a clinical corpus is treated
as an ambiguous task (Styler IV et al., 2014). A
group of researchers introduced a sense selection
and pruning strategy to expand the ontology in the
medical domain (Widdows et al., 2006).

Eklund (Eklund, 2011) developed an annotation
system to extract the relations as diseases for treat-
ments from the scientific medical corpus. Yao, et
al. (Yao et al., 2010) extracted relations such as
cures, prevents, and side effects, which describe
the distinctive nature of the biomedical text (med-
ical papers) (Abacha and Zweigenbaum, 2011;
Frunza and Inkpen, 2010). Franzen et al. (Franzén
et al., 2002) have annotated Yapex corpus with 200
medical abstracts to extract the category as pro-
teins. These ontologies are fundamentally look-
ing for extracting protein-protein interaction and

2http://www.healthline.com/

disease-treatment relations from corpora under a
BioText project (Rosario and Hearst, 2005).

2.2 Recommendation System
Since last decades, recommendation systems are
attracting in healthcare services along with the on-
line shopping systems (Ricci et al., 2015; Ado-
mavicius and Tuzhilin, 2005). The recommenda-
tion system provides support to extract the rele-
vant and novel information from the corpus and
increases the diversity of recommendation.

Adomavicius and Tuzhilin (Adomavicius and
Tuzhilin, 2005) generalized the recommendation
problem as a utility function u: C x S − > R,
where C is the set of users and S is the set of rec-
ommendable items. u(C, S) returns a real value
>= 0, where larger values presume a higher inter-
est of C in S and u(C, S) = 0 presumes no interest
of C in S. Initially, u is only a partially defined
function, where known item ratings are given via
users’ profiles.

In order to build a recommendation system
and compute u(C, S), primarily three approaches
are usually followed such as content-based,
collaborating-filtering, and hybrid. Content-based
approach presents a sparse matrix according to the
liking and disliking of the items of the user (Bal-
abanović and Shoham, 1997). On the other side,
the collaborating-filtering works with item-item
and user-user similarity matrix based techniques
with respect to the rating of the users (Cheung and
Tian, 2004). The hybrid approach helps to com-
bine the above-mentioned two approaches in an
effective way for improving the accuracy (Zhang
et al., 2017).

2.3 Medical Recommendation System
Recommendation is a useful technique that helps
to find the relevant item for the users. Primar-
ily, we have observed that the recommendation
system is used to overcome the information over-
loading challenges with various type of items such
as books, movies, and medical conditions namely
diseases and treatments. In the present work,
we have developed a Medical Recommendation
System (MRS) to recommend subjective informa-
tion from the textual content in healthcare ser-
vices (Paruchuri, 2016).

In connection to MRS, Eysenbach and
Jadad (Eysenbach and Jadad, 2001) developed
a healthcare recommendation system to link
the personal online accessible health records116



with general health information from evidence-
based resources. On the other hand, Roitman
et al. (Roitman et al., 2010) observed the per-
sonalized recommendation, a valid approach
to increase patient safety by avoiding so-called
adverse drug reactions (ADR) (Wiesner and
Pfeifer, 2014). We have also noticed that the
content recommendation merely supplies medical
information such as diseases and symptoms from
the web (Agarwal et al., 2013; Wendel et al.,
2013).

The earlier mentioned study motivates to build a
medical recommendation system for diseases and
symptoms using a content-based approach in this
research.

3 Dataset Preparation

This sub-section presents, how we have pre-
pared an experimental dataset which helps to
build the proposed Medical Recommendation Sys-
tem (MRS). In order to start with, we col-
lected the medical corpus from two different
resources namely SemEval-2015 Task-6 3 and
MedicineNet 4. Initially, we have converted all
the acquired texts from the resources into con-
text, which refers each sentence in a corpus. We
collected 3647 number of medical contexts from
both of the resources and prepared an experimen-
tal dataset with 2624 number of unique medical
contexts.

Thereafter, we have applied a well-defined med-
ical concept identification system developed by
Mondal et. al. (Mondal et al., 2016) to iden-
tify medical concepts from contexts. Thereafter,
to assign the categories of medical concepts, we
have employed an auto-categorization technique
developed by Mondal et. al. (Mondal et al.,
2017). They have annotated the medical concepts
into five different categories (diseases, symptoms,
drugs, human anatomy, and Miscellaneous Medi-
cal Terms (MMT), an unspecified and undetectable
category). Among all these categories, we have
selected only two primary frequent categories of
medical concepts such as diseases and symptoms
for the current research.

On the other hand, we have used healthLine 5

resource to recognize the relationship between the
assigned diseases and symptoms in a context for

3http://alt.qcri.org/semeval2015/task6/
4http://www.medicinenet.com/script/main/hp.asp
5http://www.healthline.com/

our experimental dataset. The relations help to
prepare a disease-symptom matrix, which con-
tains 5069 and 1124 number of unique diseases
and symptoms individually. The disease-symptom
matrix assists in designing disease-disease and
symptom-symptom matrices to recommend sim-
ilar diseases and symptoms for a particular dis-
ease and symptom, respectively. These matrices
are processed through a content-based approach
for building the proposed MRS system.

4 MRS Implementation

In order to implement the system, the pri-
mary required recommended information are sim-
ilar diseases and symptoms according to the
user-provided diseases and symptoms, individu-
ally (Mondal et al., 2018). Hence, we have pre-
pared one disease-disease and another symptom-
symptom similarity matrix from our experimen-
tal dataset. Thereafter, we have employed Man-
hattan and Euclidean distance techniques as a part
of the content-based approach to design the MRS.
MRS has been presented by two different types
of recommendation systems namely RSDS (rec-
ommendation for similar diseases and symptoms)
and RDS (Recommendation based on diseases and
symptoms). RSDS provides the similar type of
diseases and symptoms with respect to a particular
disease and symptom consequently. On the other
hand, RDS presents common diseases as well as
symptoms for a number of symptoms and diseases
supplied by users, individually. Both of the rec-
ommendation systems under MRS have been il-
lustrated in the following subsections.

4.1 Recommendation for Similar Diseases
and Symptoms (RSDS)

In order to recognize similar diseases as well as
symptoms for a particular disease and symptom
individually, we have developed a content-based
approach with the help of Euclidean and Manhat-
tan distance technique. Both of the techniques
have been applied to the disease-symptom (Di-
Sy) matrix for obtaining disease-disease (Di-Di)
and symptom-symptom (Sy-Sy) matrices, respec-
tively. Initially, the Di-Sy matrix presents rel-
evant (score 1) and non-relevant (score 0) be-
tween a disease and a symptom. The scores have
been assigned through the knowledge-based re-
lation between them as mentioned in our experi-
mental dataset. Unfortunately, we have observed117



that the scores are not assigning any partial re-
lations between them due to versatile nature of
medical concepts. Hence, we have used two dif-
ferent types of distance measurement techniques
namely Euclidean and Manhattan to assign the
fractional relations between diseases and symp-
toms. In the following paragraphs, we have il-
lustrated, how Euclidean and Manhattan distances
have been used to calculate the score.

Euclidean Distance: Euclidean distance refers
to the straight-line distance between two points
in Euclidean space (Greenacre and Primicerio,
2008). In this research, we have represented Di-
Sy matrix as a Euclidean space where diseases
and symptoms appear as points. Besides, we have
identified similar diseases as well as symptoms
based on similar symptoms and diseases respec-
tively, which presented as a content-based recom-
mendation system.

We have observed that the Euclidean distance
does not provide an adequate accuracy due to
the high dimension of disease and symptom vec-
tors (Charulatha et al., 2013). Therefore, we have
employed Manhattan distance to overcome the
mentioned challenge and improve the accuracy.

Manhattan Distance: Manhattan distance
function computes the distance between two items
by summing up the differences of their corre-
sponding components (Madhulatha, 2012). The
Manhattan distance helps to prepare another set of
Di-Di and Sy-Sy matrix to develop the proposed
RSDS system.

Thereafter, we have combined Euclidean dis-
tance (ED) and Manhattan distance (MD) for
both diseases as well as symptoms using equa-
tion 1 to identify the similar diseases and symp-
toms. We have selected a threshold value as >
3.00 to recognize the similar diseases and symp-
toms for a provided disease and symptom under
RSD.

SimilarityS = (w1 ∗ ED) + (w2 ∗MD) (1)

where w1 = 0.8 and w2 = 0.2 present the weight
for both of the techniques, individually.

On the other hand, the following subsection de-
scribes the development steps of another type of
recommendation system namely disease recom-
mendation using various symptoms and symptom
recommendation using various diseases.

4.2 Recommendation based on Diseases and
Symptoms (RDS)

In case of designing recommendation systems in
healthcare, we have observed that the identifica-
tion of a particular symptom or disease is very dif-
ficult with respect to a specific disease or symp-
tom, individually. Hence, we have developed a
recommendation system that identifies common
symptoms based diseases as well as common dis-
eases based symptoms as suggested by a group of
medical practitioners. These assumptions offer an
adequate accuracy for the proposed MRS.

Thereafter, the following algorithm assists
in recommending the common diseases for a
particular set of symptoms and vice-versa.

Step-1: Initially, we have presented symp-
tom vectors as SVDi−Sy respect to all diseases
from Di-Sy matrix.
Step-2: Take n number of input symptoms
(Si) and generate their corresponding symptom
vectors (SVi).
Step-2.1: If SVi ∈ SVDi−Sy :

SVi =< a1, ..., a5069 >,

where a refers 0 or 1.
Step-2.2: Else:

SVi =< b1, ..., b5069 >

where b presents only 0.
Step-3: Common diseases for all n number of
symptoms present by CD vector.

CD =
n⋃

k=1

SVk (2)

Step-4: CD vector helps to recommend common
diseases based on the value 1.

5 Evaluation

In order to validate both the recommendation sys-
tems under MRS, we have used perplexity distri-
bution approach on Di-Sy matrix, which has been
treated as a baseline. Perplexity presents a mea-
surement of how well a probability distribution or
probability model predicts a sample in informa-
tion theory. Equation 3 defines the perplexity of a
discrete probability distribution (PD).

PD = 2H̃r where H̃r = −
1

T
log2 p(w1, . . . , wT )

(3)118



where {w1, . . . , wT } is held out test data that pro-
vides the empirical distribution q(·) in the cross-
entropy using equation 4.

H̃ = −
∑

x

q(x) log p(x) (4)

and p(·) is the recommended system estimated
on a training set.

H(X) = E[− log(p(x))] (5)

H̃ = −
∑

x

q(x) log p(x) (6)

Perplexity provides a score of difficulty label
of the prediction problem, where information en-
tropy 6 measures the unpredictability. Equation 5
and equation 6 refer the entropy (H(X)) of random
variable X for linear and discrete domain individu-
ally. These equations help to calculate the perplex-
ity score for the different set of diseases as well
as symptoms of Di-Sy matrix. Table 1 shows the
distribution of perplexity scores for all sets of dis-
eases over symptoms that are initially indicated as
Di-Sy matrix and vice-versa.

# Diseases # Symptoms Perplexity Score
5069 (Overall) 1124 283.50
1-1267 (First Quarter) 1124 107.69
1268-2535 (Second Quarter) 1124 109.74
2536-3802 (Third Quarter) 1124 110.94
3803-5069 (Fourth Quarter) 1124 110.00
# Symptoms # Diseases Perplexity Score
1124 (Overall) 5069 86.00
1-281 (First Quarter) 5069 36.21
282-562 (Second Quarter) 5069 34.61
563-843 (Third Quarter) 5069 33.86
844-1124 (Fourth Quarter) 5069 36.89

Table 1: A detailed statistics of perplexity scores
for various combination of diseases over symp-
toms and vice-versa.

Symptoms
Ear-Discharge Breast-Pain Clubfoot

D
is

ea
se

s

asthma 0 0 0
HIV 0 0 0
Lung Cancer 1 1 1
Pneumonia 1 1 1
Narcolepsy 0 0 0
SVD for LSI Score 3.039 2.183 1.414

Table 2: A sample LSI output of the disease-
symptom matrix under MRS.

In addition to validate the output of the pro-
posed MRS, we have applied Latent Semantic In-
dexing (LSI) method. It helps to discover the

6http://pespmc1.vub.ac.be/ENTRINFO.html

hidden relation between diseases and symptoms
from the baseline Di-Sy matrix. Each disease and
symptom is presented as a vector with elements
corresponding to these symptoms and diseases, in-
dividually. Each element in a vector refers to the
weighted association between the concepts as the
category of diseases and symptoms. This method
assists in describing the efficiency of the prepared
Di-Sy matrix in the process of developing MRS
along with Singular Value Decomposition (SVD)
technique 7. Table 2 shows a sample output of
the disease - symptom matrix of MRS using the
BlueBit calculator 8.

The result indicates the developed RDS pro-
vides a better prediction over RSDS due to the
structure of our experimental dataset.

6 Conclusion and Future Work

In this article, we have attempted to build a
medical recommendation system (MRS) using
a content-based approach to better services in
healthcare. Our primary motivation behind this
research is to help the medical experts and non-
experts to understand the domain-specific knowl-
edge and their in-between relations. So, we have
distributed the overall task into four sub-tasks such
as 1) experimental dataset preparation, 2) a re-
lational matrix building namely disease-symptom
(Di-Sy), 3) development of similar diseases and
symptoms recommendation system (RSDS), and
4) symptoms based diseases and diseases based
symptoms recommendation system (RDS).

In order to prepare the experimental dataset
and baseline matrix, we have employed WME
3.0, a domain-specific lexicon, Healthline 9 re-
source. Thereafter, Euclidean and Manhattan dis-
tance techniques have been applied to various dis-
ease and symptom vectors as content-based rec-
ommendation system to build both RSDS and
RDS systems.

In future, we will try to improve the accuracy
of the proposed MRS by enriching the experimen-
tal dataset. We will also focus on design a rank-
ing based technique viz. collaborative filtering in-
stated of the applied content-based to recommend
the adequate output for the MRS.

7http://webhome.cs.uvic.ca/ thomo/svd.pdf
8http://www.bluebit.gr/matrix-calculator
9http://www.healthline.com/119
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