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Abstract 

Parallel corpus is a primary resource for most of 
the applications of Natural Language Processing 
(NLP) like Machine Translation (MT) and CLIR. 
Statistical Machine Translation (SMT) is a highly 
successful and popular approach of MT that can 
produce high-quality translation results using a 
huge amount of bilingual parallel corpus. This pa-
per primarily focuses on the development of Eng-
lish to Bodo SMT system using multi-domain 
English-Bodo Parallel Text Corpus (E-BPTC). 
The SMT system has been developed using the  
Phrase-based SMT approach for the different do-
mains of E-BPTC, namely Tourism, News, Health, 
General and Agriculture. The translation accuracy 
of the different domains of E-BPTC in the SMT 
has been evaluated using the Manual and Auto-
matic evaluation techniques. 

1 Introduction 

Machine translation is the most important appli-
cation of NLP that translates texts from one natu-
ral language to another automatically and quick-
ly. Nowadays, MT is a very challenging research 
task globally in the field of NLP. It is a very dif-
ficult task due to some challenges in natural lan-
guages like word order and word ambiguity. The 
approaches of MT can be classified into different 
categories (Antony, 2013; Islam & Purkayastha, 
2018) as shown in Figure 1.  

 
 
 
 
 
 
 
 

Figure 1: Approaches of MT  
 
     At present, the most popular and state-of-the-
art approaches of MT are SMT and NMT (Neur-

al Machine Translation). The SMT has gained 
tremendous potential globally in the research 
community as well as in the commercial sectors. 
In 1949, Warren Weaver introduced the first 
concepts of SMT approach (Kathiravan et al., 
2016). The SMT is the best technique of MT for 
reducing word ambiguity problems in the natural 
languages. It requires less linguistic knowledge 
and can reduce human efforts (Koehn, 2009). It 
is classified as Word-based SMT, Phrase-based 
SMT and Hierarchical Phrase-based SMT. 
 
     Bodo is one of the major spoken languages of 
North-East India (Islam et al., 2017). It is a rec-
ognized language of India and is an official lan-
guage of Bodoland Territorial Council (Assam). 
The Bodo language is written using Devanagari 
script. It is a low resource language and the word 
order of it is Subject+ Object + Verb.  
 
      English is an International human language 
and is primarily spoken by the people of many 
countries, such as Australia, United Kingdom 
and the United States. English is an associate 
official language of India (Islam and Purkayas-
tha, 2018). The English language is written using 
Latin script. It is a high resource language and 
the word order of it is Subject + Verb + Object.  

2 Related Work 

A large number of SMT systems and parallel 
corpora have been developed and constructed for 
popular natural languages as well as for Indian 
languages. Some of them are discussed below. 
 
2.1 Parallel Corpus   
Lots of parallel corpus has been built globally for 
popular natural languages. Some of the parallel 
corpora are briefly discussed as follows:     
 
Bible corpus: The corpus was constructed from 
the translation of the Bible. It is a multilingual 
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parallel text corpus and contains 100 natural lan-
guages. The corpus is freely available online1.  
 
English-Kazakh parallel corpus: The corpus 
was constructed at Al-Farabi Kazakh National 
University, Kazakhstan by (Kuandykova et al., 
2014) for the EnglishKazakh SMT system. 
 
Europarl corpus: The corpus was constructed at 
the University of Edinburgh, Scotland, UK by 
(Koehn, 2005) for the SMT system. The corpus 
is freely available online2.  
 
OPUS Corpus: The OPUS is a multilingual pa-
rallel corpus that contains 60 different languages. 
The corpus is freely available online3.  
 
UM corpus: The corpus was constructed at the 
University of Macau, China by (Tian et at., 
2014) for the SMT system. It is a multi-domain 
English-Chinese parallel text corpus.   

 
     Some of the parallel corpora which have been 
constructed for English and Indian natural lan-
guages are discussed as follows:   
  
TDIL corpus: The TDIL4 (Technology Devel-
opment for Indian Languages) programme has 
constructed different domains of parallel corpora. 
Some of the parallel corpora exist in this corpus 
are English-Assamese, English-Bodo, English-
Hindi, Hindi-Punjabi and Hindi-Urdu. 
  
EMILLE/CIIL Corpus: The EMILLE (Enabl-
ing Minority Language Engineering)/CILL (Cen-
tral Institute of Indian Languages) corpus was 
constructed jointly at Lancaster University and 
CIIL, Mysore, India. Some of the parallel corpo-
ra exist in this corpus are English-Hindi, English-
Bengali and English-Urdu (Baker et al., 2003). 
 
English-Punjabi parallel corpus: The corpus 
was constructed at Punjabi University, Patiala, 
India by (Jindal et al., 2017) for SMT system. 
 
English-Manipuri parallel corpus: The corpus 
was constructed at CDAC Mumbai, India by 
(Singh, 2012) for SMT system.  
 
2.2   SMT System 

 
A large number of SMT systems have been de-
veloped globally for popular languages. Some of 
the SMT systems are discussed as follows: 
    
    1http://christos-c.com/bible 
    2https://en.wikipedia.org/wiki/Europarl_Corpus 
    3http://opus.nlpl.eu  
    4http://tdil-dc.in/index.php?lang=en 

English to Arabic SMT system: The system 
was developed at MIT, USA by (Badr et al., 
2008) using the Phrase-based SMT (PBSMT) 
technique and Moses. The BLEU score was 28.9. 
 
English to Spanish SMT system: The system 
was developed at the University of California, 
Berkeley by (Nakov, 2008) using the PBSMT 
technique. The BLEU score was 21.92. 

English to Vietnamese SMT system: The 
system was developed at the University of Ulsan, 
Ulsan, Korea by (Phuoc et al., 2016) using the 
PBSMT technique and Moses. The BLEU score 
was 32.30. 

EnglishWelsh SMT system: The system was 
developed using the Phrase-based SMT approach 
by (Jones & Eisele, 2006) at Saarland University, 
Germany. The BLEU scores of the English to 
Welsh and Welsh to English SMT systems were 
36.16 and 42.22 respectively. 

French to English SMT system: The system 
was developed at Carnegie Mellon University, 
Pittsburgh, USA by (Hanneman et al., 2009) 
using the PBSMT approach and Moses.  

     Lots of SMT system has been developed for 
English and Indian natural languages. Some of 
the SMT systems are discussed as follows: 
 
Assamese to English SMT system: The system 
was developed at Gauhati University, Guwahati, 
India by (Baruah et al., 2014) using the PBSMT 
approach and Moses. The BLEU score was 9.72.  
 
English to Punjabi SMT system: The system 
was developed at the I. K. Gujral Punjab 
Technical University, Punjab, India by (Jindal et 
al., 2018) using the PBSMT technique.  

HindiEnglish SMT system: The system was 
developed at IIT Bombay, India by (Dungarwal 
et al., 2014) using the PBSMT technique.  
 
ManipuriEnglish SMT system: The system 
was developed at Jadavpur University, Kolkata, 
India by (Singh & Bandyopadhyay, 2010) using 
the Phrase-based SMT technique and Moses.  

3 Corpus Construction and Collection 

The different domains of English-Bodo parallel 
corpus which have been used to develop the Eng-
lish to Bodo SMT system are discussed below.   

 
3.1 Construction of Parallel Corpus 
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The construction of parallel corpus is a very la-
borious and difficult task. A GUI based E-BPTC 
(English-Bodo parallel Text Corpus) creator tool 
has been designed for constructing English-Bodo 
parallel text corpus. The tool has been designed 
primarily for typing the handwritten translated 
sentences of Bodo language of the corresponding 
given sentences of English language. In this tool, 
Unicode-based a Bodo hard keyboard and a Bo-
do soft keyboard have been designed for typing 
the texts of the Bodo language. The Bodo hard 
keyboard is used through the English hard key-
board. The General and News domains of Eng-
lish-Bodo parallel text corpus have been built us-
ing the E-BPTC creator tool. The constructed pa-
rallel corpora are discussed as follows: 
 
General domain E-BPTC: The corpus has been 
constructed using the E-BPTC creator tool. The 
screenshot of the creator tool for building the 
General domain E-BPTC is shown in Figure 2. 

 
 
 
 
 
 
 
 

Figure 2: Screenshot of the E-BPTC creator tool 
for constructing the General domain E-BPTC 

 
      The corpus contains English-Bodo parallel 
sentences which are generally used in our daily 
life like communication, meeting, teaching and 
interview purposes. The English sentences and 
their corresponding translated handwritten Bodo 
sentences have been collected from the various 
sources, such as dictionaries, books, corpora and 
the web. Total 6,500 English-Bodo parallel sen-
tences have been constructed in this corpus.  

News domain E-BPTC: The corpus has been 
constructed using the E-BPTC creator tool. The 
screenshot of the creator tool for building the 
News domain E-BPTC is shown in Figure 3. 

 

 

 

 

Figure 3: Screenshot of the E-BPTC creator tool 
for building the News domain E-BPTC 

      The corpus contains English-Bodo parallel 
sentences and the sentences have been collected 
mainly from the Educational news, General 
news, Political news and Sports news. The Eng-
lish sentences and their corresponding translated 
handwritten Bodo sentences have been collected 
from the different sources, such as English and 
Bodo Newspapers, corpora and the web. Total 
4000 English-Bodo parallel sentences have been 
constructed in this corpus. 

3.2 Collection of Parallel Corpus 

The different domains of English-Bodo parallel 
corpus which have been collected from the TDIL 
programme are described as follows: 
 
Agriculture domain E-BPTC: The corpus con-
tains English-Bodo parallel sentences. Total 
4000 English-Bodo parallel sentences have been 
prepared in this corpus.   

Health Domain E-BPTC: The corpus contains 
English-Bodo parallel sentences. Total 12,300 
English-Bodo parallel sentences have been pre-
pared in this corpus.   

Tourism Domain E-BPTC: The corpus con-
tains English-Bodo parallel sentences. Total 
9,200 English-Bodo parallel sentences have been 
prepared in this corpus. 

4. English to Bodo SMT System  

The English to Bodo SMT system has been de-
veloped using the Phrase-based SMT technique 
for the different domains of English-Bodo paral-
lel text corpus, namely Tourism, News, Health, 
General and Agriculture. The PBSMT is a per-
fect and widely used approach of MT nowadays. 
It needs a huge amount of bilingual parallel 
aligned corpus for the best translation results  
 
    The overall architecture of the English-Bodo 
Phrase-based SMT system is shown in Figure 4.  
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Overall architecture of the SMT system 
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     The following operations have been per-
formed for the different domains of E-BPTC to 
train the English to Bodo SMT system. 
     
4.1 Corpus Preparation  
Corpus pre-processing is the most essential task 
to prepare a bilingual parallel corpus for training 
the SMT system using Moses (Koehn, 2016). 
The following steps have been performed for the 
different domains of E-BPTC to build the differ-
ent statistical models. 
 
Step 1: Tokenization has been performed for the 

parallel corpus to insert space between the 
words and punctuation.  

Step 2: True casing has been performed for the 
corpus to convert the first word of each 
sentence to their most probable casing. 

Step 3: Cleaning has been performed to remove 
the long sentences, empty sentences, extra 
spaces and misaligned sentences from 
both the English and Bodo corpora. 

 
4.2 Language Model  
The Language Model (LM) is an important com-
ponent of the SMT. It is built to measure the flu-
ency of the sentences of the target language. In 
this system, LM has been built for the different 
domains of Bodo corpus using the toolkit 
KenLM. The LM has computed the probability 
of the sentences of Bodo language P(B) using the 
3-gram modelling technique. It has computed the 
probability of a Bodo sentence as the probability 
of particular words P(w) using the Markov Chain 
Rule (Koehn, 2009) as shown in Eq. 1.  
P(B)=P(w1,w2,w3,.....,wn)                
=P(w1)P(w2|w1)P(w3|w1w2)P(w4|w1w2w3).............
................P(wn|w1w2...wn--1)                              (1) 
Where w1, w2, w3,………., wn are the words of 
the Bodo language. 
 
      The formula for calculating tri-gram proba-
bilities P(wn|wn-2wn-1) of the sentences of target 
language is shown in Eq. 2. 
 
                                                                         (2) 
 
Where Count (wn-2wn-1wn) indicates the number 
of occurrences of the sequence wn-2wn-1wn in the 
corpus.  
 
4.3 Translation Model  
Translation Model (TM) is the most important 
component of the SMT. It is used to confirm the 

adequacy of the translation results in the SMT 
system. The TM has calculated the probabilities 
of the English sentence (E) and the Bodo sen-
tence (B) based on the behaviour of the sen-
tences, i.e. P(E|B). It can be calculated as the 
sum over all probabilities of all possible align-
ments (A) between the words or phrases in two 
sentences of the English and Bodo languages 
(Brunning, 2010) as shown in Eq. 3. 
 
P(E|B) =                                                              (3)                                                                                                               
 
      
   The GIZA++ toolkit has been used in the SMT 
system for word or phrase alignment and to build 
the translation model for the different domains of 
E-BPTC. In the TM, a phrase translation table is 
created and the table ensures that the English 
phrases and the Bodo phrases are good transla-
tions of each other. An example of the word (or 
phrase) alignment in the English to Bodo Phrase-
based translation model is shown in Figure 5. 

  
 
 
 
 
 

Figure 5: Word alignment between English and 
Bodo sentences 

 
4.4 Decoder  
The decoder is an essential component of SMT. 
It can find out the maximum translation probabil-
ity using the output results of the LM and TM as 
shown in Eq. 4. The decoder uses a Beam search 
technique to find the best possible translation re-
sults (Koehn, 2004). 
 
P (E, B) = argmax P (B) *P (E|B)                   (4)                                                                 
 
Where P(B) is the output result of the LM and P 
(E|B) is the output result of the TM. 

5 Experimental Results 

The English to Bodo SMT system has been 
tested several times using the different numbers 
of English-Bodo parallel sentences for the differ-
ent domains of E-BPTC, namely Tourism, News, 
Health, General and Agriculture. It has achieved 
good translation results in the SMT system using 
the General domain E-BPTC. The English-Bodo 
parallel sentences which have been used to train, 
tune and test the SMT system for the different 
domains of E-BPTC are shown in Table 1. 
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Table 1: No. of sentences used for training, tuning 

and testing the SMT system 

6 Evaluation 

The Translation Accuracy (TA) of the different 
domains of English-Bodo parallel corpus in the 
English to Bodo SMT system has been evaluated 
using the Manual or Human and Automatic or 
Machine evaluation techniques. 
 
6.1 Manual Evaluation Technique 

 
The translation accuracy of the different domains 
of E-BPTC in the SMT system has been 
evaluated by a linguistic person Dr. Ismail 
Hussain, Assistant Professor, Dept. of Bodo, 
Gauhati University, Guwahati, India. He has 
evaluated the TA (in terms of percentage) based 
on the adequacy and fluency of the input English 
sentences and their corresponding translated or 
output Bodo sentences. The levels of TA of the 
different domains of parallel corpus in the SMT 
system are shown in Table 2. 
 
  
 
 
 
 
 
 

   Table 2: Levels of TA of the multi-domain  
E-BPTC (Approx) 

 
In the above table, the definition A means 
Translated Bodo sentences are very good to 
understand, B means Translated Bodo sentences 
are easy to understand but need a minor 
correction, C means Translated Bodo sentences 
are broken but are understandable, and D means 
Translated sentences are not understandable. 
 
6.2 Automatic Evaluation Technique  
 
The translation accuracy of the different domains 
of E-BPTC in the SMT system has been eva-

luated using the BLEU (Bilingual Evaluation 
Understudy) technique. The BLEU is a popular 
automatic and language independent evaluation 
technique. It can evaluate the best translation ac-
curacy in an SMT system. The BLEU score is 
computed based on the average of matching n-
grams between a proposed or candidate transla-
tion (in this case, Machine translated Bodo cor-
pus) and a reference or human translation (in this 
case, human translated Bodo corpus). The BLEU 
score seems to correspond well with the human 
judgment based on the fluency and accuracy 
(Uszkoreit, 2007). The BLEU scores of the dif-
ferent domains of E-BPTC are shown in Table 3. 
 
 
 
 
 
 
 
 

 
Table 3: BLEU scores of the different  

domains of E-BPTC 

7 Conclusion and Future Work 

In this paper, the English to Bodo SMT system 
has been developed using the Phrase-based SMT 
technique for the different domains of English-
Bodo parallel corpus, namely Tourism, News, 
Health, General and Agriculture. A GUI based 
E-BPTC creator tool has been developed for 
building the General and News domains of Eng-
lish-Bodo parallel text corpus. The translation 
accuracy of the different domains of E-BPTC has 
been evaluated using the Manual evaluation and 
BLEU techniques. The General domain E-BPTC 
has produced good translation results in the 
English to Bodo SMT system.  
 
      The SMT system can be extended by adding 
more number of good quality parallel sentences in 
the different domains of English-Bodo parallel 
corpus to achieve the best translation results. The 
accuracy of the translation results of the different 
domains of E-BPTC can be enhanced using the 
Machine transliteration technique in the SMT sys-
tem. The research work can be explored by devel-
oping bidirectional EnglishBodo MT system 
using the NMT approach for the different domains 
of English-Bodo parallel corpus like Agriculture, 
General, Health, News and Tourism.
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