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Abstract

With the development of the Internet, a huge amount of information is avail-
able every day. Therefore, text summarization has become critical part of our
first access to the information. There are two major approaches for automatic
text summarization: abstractive and extractive. In this work, we apply ab-
stractive summarization algorithms on a corpus of Bulgarian news articles. In
particular, we compare selected algorithms of both techniques and we show
results which provide evidence that the selected state-of-the-art algorithms for
abstractive text summarization perform better than the extractive ones for ar-
ticles in Bulgarian. For the purpose of our experiments we collected a new
dataset consisting of around 70,000 news articles and their topics. For re-
search purposes we are also sharing the tools to easily collect and process such
datasets.

1. Introduction

Text summarization is the task of creating a shorter version of a given text that retains the most important
pieces of information. There are two major approaches for automatic text summarization: abstractive
and extractive. The latter selects different parts (sentences) of the text in order to construct the summary.
On the other hand, the abstractive summarization is considered closer to the way people approach the
problem: they first analyze and understand the input and then generate the content of the summary.

Recent studies (Nallapati et al., 2016) have shown that abstractive summarization methods perform
better than extractive ones, but it is clear that the two approaches have different problems, which still need
to be solved. Abstractive summaries are often unable to provide accurate factual details and they also
tend to repeat words or sentences as shown in (See et al., 2017). Extractive summaries on the other hand
have problems related to the fact that sentences cannot easily be separated from the context, especially
when they contain references to others which are not extracted.

A great amount of work has been done on applying, evaluating, and improving these models in
English, but not a lot of research exists for other languages. This document shows results of applying
effective methods in both abstractive and extractive text summarization on a big corpus of news articles
in Bulgarian. It should also serve as a starting point for future research in this language.

In the rest of this work, Section 2 provides more context on the related work and how ours fits in
it. Section 3 has more details on the models which will be used. The experiments and the results of
applying them are shown in Section 4, and in Section 5 we provide qualitative analysis on the produced
output. Section 6 concludes our work and gives direction for future developments.

2. Related work

The majority of the research made in the past in the area of text summarization focuses on extractive
methods. Their goal is to extract important sentences and use them to form summaries. Earlier research
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is based on features of the sentences such as position in the text, frequency of the words or sentences
mostly based on TF-IDF (Edmundson, 1969; Baxendale, 1958). Some of the best results were achieved
when the text is represented as a graph, in which each sentence is a node and the edges and their weights
are based on similarity metrics. The problem then shifts to finding the most important or most central
node in the graph. The node degree is used in (Freeman, 1978) and eigenvector centrality in (Bonacich,
1972). Variation of the eigenvector centrality is used for PageRank in (Page et al., 1999). The same graph
algorithm but a different distance function adapted for sentences is used in (Erkan and Radev, 2004) and
in (Mihalcea and Tarau, 2004). An algorithm similar to PageRank, which uses absorbing Markov chains
to encourage diversity among the top ranked nodes, is proposed in (Zhu et al., 2007).

With the recent development of large computing resources, the enormous amount of available data
online, and the research and advancements made in the area of deep neural networks, the focus falls
back to abstractive summarization. Initially, for the problem of machine translation, some of the first
works which apply encoder-decoder networks are (Cho et al., 2014b; Cho et al., 2014a). In (Sutskever
et al., 2014) they show promising results by using Long Short-Term Memory (LSTM) units (Hochreiter
and Schmidhuber, 1997) and reversing the input sequence. In (Schuster and Paliwal, 1997) bidirectional
recurrent neural networks (RNNs) are used for the first time, to the best of our knowledge. (Bahdanau
et al., 2014) show that using attention in bidirectional RNNs improves the encoder-decoder performance
even further.

In (Rush et al., 2015), inspired by the machine translation models, they use neural attention model
for abstractive text summarization. In (Nallapati et al., 2016; See et al., 2017) switching generator-
pointers are applied in order to solve the common problems of inaccurately reproducing details, inability
to use out-of-vocabulary words and repetition of words or sentences.

In this work, we use a model architecture similar to (Bahdanau et al., 2014) but we also apply multi-
layer bidirectional RNNs as in (Vinyals et al., 2014). The solution also addresses the very common
problem of covariant shifting in deep neural networks using layer normalization (Ba et al., 2016). We
apply this model on a novel corpus in Bulgarian and compare the results with extractive models which
implement TextRank with a few different similarity metrics.

3. Implemented Methods for Summarization
In this section, we describe the selected extractive models and the proposed abstractive ones.

3.1. Extractive Summarization

The extractive summarization methods identify the most important parts of the text, extract them, and
then use them to create a summary. Some of the best results in this area are observed in models which
use a modification of the PageRank algorithm (Page et al., 1999). We have chosen to implement and
apply TextRank (Mihalcea and Tarau, 2004) using two different similarity metrics.

It is a graph-based ranking algorithm for computing relative importance of vertices within a graph.
Each vertex V; is essentially a sentence from the input text. The weight w;; of an edge between two
nodes V; and V; in the graph is defined by the value of a similarity metric applied on their corresponding
sentences. To build a weighted score W S' for each node Vj, the algorithm uses the slightly modified
PageRank formula (1), where d is the damping factor, with value between 0 and 1, used for modeling the
probability of jumping from a given vertex to another random one. Each sentence is then ranked based
on the score of its node.

WS(Vi)=(1-d)y+d Y > WS(V;) (1)

Fe€In(V;) v €EOUL(V] w]k

In the first model - TR, we use a similarity metric which measures the content overlap of two sen-
tences and it is the one proposed in the original work (Mihalcea and Tarau, 2004). Given two sentences
S; and Sj, each represented as S; = si, s5,. .., S\ZS~|’ the similarity between them is defined in (2)

’{Sk‘SkES&SkESH

2
log(Si)) + 1og (S, ®)

Similarity(S;, Sj) =
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Representing the sentences using the vector space model (Salton et al., 1975) creates TF-IDF weighted
vectors for each of them. A cosine similarity on those vectors is used in the second model called TR-
cosine. This is similar to the solution proposed in (Erkan and Radev, 2004) but without the binarization
of the graph weights which they propose.

Regardless of the similarity metric, the algorithm scores each sentence, ranks them accordingly and
picks the top scoring ones for the summary.

3.2. Abstractive Summarization

The state-of-the-art abstractive summarization models use sequence-to-sequence with attention networks
in order to read the input text and then generate a summary word by word. The baseline model, which
we have implemented and applied, is very similar to the one proposed in (Nallapati et al., 2016). It is the
recurrent neural network with encoder-decoder architecture which is depicted in Figure 1. Each word
of the text Xg, X1,..., Xy, is first transformed using a word embeddings layer. It is then fed to the
multi-layered bidirectional encoder. In comparison (Nallapati et al., 2016) uses a single layer.

Also, each cell in both the encoder and the decoder is implemented with a LSTM unit instead of
Gated Recurrent Unit (Cho et al., 2014b). The last layer of the encoder is connected to the decoder using
attention as in (Bahdanau et al., 2014) and calculated with (3) and (4)

el thanh(Whhi + Wsst + baten) 3)

7: p—y
a' = softmaz(et) 4)
where v, W}, W, and by, are learnable parameters, h; is the hidden state of the encoder at encoding
step 4, s is the decoder state and a is the attention vector at timestep .
The result from the decoder is transformed back to a word using a projection layer. We will refer to
this baseline model with s2s-Istm.
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Figure 1: Encoder-decoder RNN with embeddings, multi-layered encoder and attention.

We will extend the baseline model with dropout (Srivastava et al., 2014) for better regularization of
the network and call it s2s-Istm+d. The dropout factor is part of the hyper parameters of the model.
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The final modification which we have made, which leads to model s2s-Istm+d+In, is a network layer
normalization (Ba et al., 2016). This technique is often used to solve the problem of covariant shifting in
deep neural networks.

All of the selected models will use gradient clipping (Pascanu et al., 2012) to help with the exploding
gradients, Xavier weights initialization (Glorot and Bengio, 2010) for an improved network initialization
and Adagrad gradient descent (Duchi et al., 2011) for better learning. The loss function is a weighted
cross-entropy for a sequence of logits with sampling (Jean et al., 2014) because the output of the network
is a sequence of words and the size of the vocabulary is usually very big.

As usual for the sequence-to-sequence networks, the input fed into the decoder during the training
starts with a special word for start of sentence and ends with a special word for end of sentence. During
the decoding phase, each output of the decoder is used as input on the next step until an end of sentence
is generated. The usual beam search approach for sequence-to-sequence networks is used, in order to
find the best result (Cho et al., 2014a).

On the other hand, on each step of the training, the words from the actual summary are the input to
the decoder. This approach showed better performance and faster training compared to the curriculum
learning strategy proposed in (Bengio et al., 2015) which uses the word generated on the previous step
for an input to the current one.

4. Experiments and results

4.1. Dataset

FocusNews: As of the time of writing, there is no big enough dataset in Bulgarian which could be
used for abstractive text summarization. As part of this work, we created a big corpus which is suitable
to run our experiments upon. An appropriate source for this was the FocusNews news agency website
(FOCUS, 2018). It contains around 70000 articles at any given moment. Extracting articles for the period
from January 2017 to September 2017 resulted in a corpus of 76300 news articles and their headlines.
It contains texts with minimal length of 1 word, a maximum of 8854 and average of 20. The size of
the vocabulary of words used is 200 000. This dataset will be split into a training set of size 65472, a
validation set with 7271 and a test set with 3557 articles. The code for collecting and processing such
datasets is available online'.

Compared to some popular English corpora, where the data is anonymized and the names of towns,
people, countries, etc. are replaced with tokens, in this corpus it is not. The articles are very close to
those a person would read. Because all the articles and their headlines come from a reputable source, we
could easily make the assumption that the headlines contain the most important information and could
be used as short summaries of the articles.

DUC-2004: A dataset presented on the DUC 2004 (NIST, 2004) competition has been the default way
to experiment and test automatic text summarization in various researches. It consists of a small number
of English news articles on different topics with multiple human produced reference summaries for each
of them. This dataset is small and unsuitable for training abstractive models but works well for extractive
ones.

4.2. [Evaluating the FocusNews dataset

FocusNews is a new corpus which has not been used in other research so far. We will compare the results
of applying the same models on DUC-2004 and FocusNews using ROUGE-1, ROUGE-2 and ROUGE-L
recall, precision and F-scores (Lin, 2004). In Table 1 we show that both datasets are of similar quality.
As expected, the models show better scores when applied on DUC-2004, given the fact that its reference
summaries are human prepared and well selected. When looking at ROUGE-1 and ROUGE-L, both
models show better results for DUC-2004 than FocusNews, but for ROUGE-2 the results are very close
to each other. In both datasets 7R is better than TR-cosine. Despite the difference in the results, the
numbers show that FocusNews is a suitable dataset for our experiments.

1https ://github.com/nktaushanov/focusnews
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ROUGE-1 ROUGE-2 ROUGE-L
R P F R P F R P F
DUC-2004: TR 0.292 | 0.291 | 0.292 | 0.046 | 0.046 | 0.046 | 0.256 | 0.255 | 0.255
DUC-2004: TR-cosine | 0.256 | 0.255 | 0.255 | 0.038 | 0.038 | 0.038 | 0.247 | 0.247 | 0.247
FocusNews: TR 0.186 | 0.153 | 0.160 | 0.057 | 0.049 | 0.051 | 0.180 | 0.149 | 0.155
FocusNews: TR-cosine | 0.147 | 0.121 | 0.126 | 0.044 | 0.037 | 0.038 | 0.144 | 0.118 | 0.122

Table 1: Comparing DUC-2004 and FocusNews with extractive summarization

4.2.1. Models evaluation and analysis

The three selected abstractive models have been tested with a variety of different hyper parameters. The
best results from all tests were observed with the hyper parameters specified in Table 2.

s2s-Istm | s2s-Istm+d | s2s-Istm+d+In

Minimum learning rate 0.01 0.01 0.01
Batch size 50 200 50
Learning rate 0.15 0.15 0.15
Encoding layers 3 2 2
Encoding steps 120 120 120
Decoding steps 40 30 30
Minimum input length 2 2 2
Hidden state size 256 256 256
Embedding dimensions 128 128 128
Max gradient norm 2 2 2
Dropout keep probability 1.0 0.7 0.5
Num of loss samples 4096 4096 4096
Max article sentences 4 4 4
Min article sentences 2 2 2

Table 2: Hyper parameter of the abstractive models

The evaluation of the models on FocusNews presented in Table 3 shows a clear performance dif-
ference between the abstractive models s2s-Istm and s2s-Istm+d compared to s2s-Istm+d+In which has
layer normalization. The ROUGE-1, ROUGE-2 and ROUGE-L scores for the last one are almost twice
higher compared to the first two models. It is clear that covariant shifting and better regularization make
a huge difference in this task. In the case of extractive summarization, 7R performs better than 7R-
cosine which means that the similarity metric of content overlap is better than the cosine distance of the
vectorized sentences.

Comparing the best results from the extractive and abstractive algorithms, it looks like the latter
perform better, although the numbers are not that far apart. In each of the recall metrics they produce
almost the same results, but the extractive solution performs worse based on precision and F-score.

ROUGE-1 ROUGE-2 ROUGE-L
R P F R P F R P F
s2s-Istm 0.102 | 0.109 | 0.103 | 0.012 | 0.013 | 0.012 | 0.102 | 0.109 | 0.103

s2s-Istm+d 0.093 | 0.103 | 0.096 | 0.014 | 0.016 | 0.015 | 0.093 | 0.103 | 0.096
s2s-Istm+d+In | 0.792 | 0.198 | 0.191 | 0.052 | 0.053 | 0.052 | 0.192 | 0.198 | 0.191
TR 0.186 | 0.153 | 0.160 | 0.057 | 0.049 | 0.051 | 0.180 | 0.149 | 0.155
TR-cosine 0.147 | 0.121 | 0.126 | 0.044 | 0.037 | 0.038 | 0.144 | 0.118 | 0.122

Table 3: Evaluation of all the models on FocusNews
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5. Qualitative Analysis

Table 4 shows a couple of good summary examples generated from our best model s2s-Istm+d+In. All
of them are correct and do not have any syntactical or semantical problems.

In the first example we can observe how the generated summary is different from any of the sentences
in the text but it still has the same meaning as the original. Instead of having the exact same words as
in the article, it contains their synonyms - such as orpanuuasa (ogranichava, ’restricts”) instead of
“cnimpa” (spira, stops”) and B nBeTe mocoku” (dvete posoki, “in both directions”) instead of B nBeTe
wraraa” (v dvete platna, ”in both lanes”). Looking closely at the original text and the generated one, it
looks like the original sentence was transformed by omitting some of the words which were not important
and replacing others with their synonyms.

In the second example, the generated summary has less details but is a good paraphrase. In the
original one, the text says that the landfill of the town is on fire whereas in the generated - there is a fire
in the area of the town. The latter is a bit more generic, but still preserves the important information.
What is more interesting in this case is the fact that the generated summary has a reference to an earlier
part of the sentence - "rpasa” (grada, ’the town”) which refers to “mazapmxkuk” (Pazardzhik) - the name
of the town.

Both examples show impossible to achieve with extractive summarization situations which could
often be observed in human made summaries. Unfortunately, the widely used scoring metrics cannot
measure very well those solutions.

Article ILJIOB/IUB . CIIUpa Ce JBUXKEHUETO Ha ITPEBO3HU CPEJICTBA B JIBETE ILJIATHA HA
oym .7
POBOJIHATA MpeXKa . TOBa CbhOOIIUXa 3a pajuo ' Ppokyc ’ — IJIOBIAUB OT OI ~
opraHu3aIus ¥ KOHTPOJI HA TPAHCIIOPTa ~ . 3aTBOPEH e ObJie yIaCTbKYT OT
ya . " Hukosa quMkoB ” j1o yii . 7 credan crambosios ” Ha 16.08.2017r /cpsina/
ot 9:00 u g0 16:00 gaca . mapmpyTuTe Ha aBrodycHu junuu # 16 , 20 , 27 u
36 0T BBHTPENIHOIPAJICKHSI TPAHCIOPT ChINO CEe IPOMEHMAT . IIBETaHa TOHYEBA
Original IUIOBJIUB : CIIMPAT JBUXKEHUETO 10 Oys . 7 ajekcaHbp crambosuiicku ’ B
rpaja 3apajyu peMoHT Ha 16 aBrycrt

Generated | moBIuB : OrpaHrYaBa ce JIBUYKEHUETO B JIBETE ITOCOKH Ha OyJI . ” ajleKCaHIbP

aJeKCcaHIbp cTaMbouiickn ” B IJIOBAWB 3apall PEMOHT HA BOMIOII-

crambo/uiicku ” 3apajii PEMOHT Ha BOJIOIIPOBOJIHATA MPEXKa

Article Ia3ap/KUK . TOPU CMETHUINETO Ha Ma3ap /KUK , IpeaJie PEopTep Ha areHIus
” bokyc” . BUKIAT Ce IIAMbBI OT II'bTS . 33 JUMEH € ITHTST 34 CeIaTa KAITMTaH

JUMUTPHUEBO U AeOPDBIMUIA IO TTOCOKA LTS Na3apRKUK-TIEIEPA. .
Original rOpPY CMETHUITIETO Ha Ma3apJIKIK

Generated | masap/Kuk : MoXkapbT B paiioHa Ha rpaja

Article 78-rosuiHa KeHa OT I'paJi CJIUBEH € CTaHaJa YKepTBa Ha TejedOoHHa U3MaMa
. TOBa ChOOIMXa OT 0OJIACTHATA JUPEKIMS HA MBD — CJIUBEH . OT'bPIIEBIIATA
e Omia BbBIEYeHA B 3abIyXKJeHHe , Ue MoMara Ha OpPTaHWTe Ha pela Mpn

3aJIABSIHETO Ha IPECTbIIHA IPYIA , 3aHUMABAIIA Ce C TejIe(POHHU U3MAMU ...
Original Bb3PACTHA YKEHA € CTAHAJIA YKEePTBa Ha Tesie(pOHHA U3MaMa

Generated | Bb3pacTHa KeHA OT I'paja € CTaHaja KepTBa Ha TejaedOoHHA U3MaMa

Table 4: Examples of good summaries generated from model s2s-Istm+d+In

There is an example of an average summary in Table 5. Its content is ambiguous and has wrong
details - ’7-te 3aabp:kann” (sedemte zadarzhani, “the 7 detained”) instead of 714 ob6puusiemun” (14
obvinyaemi, 14 defendants”). It is still a correct sentence whose meaning is very close to the original
one, but the detail mismatch is hard to ignore. This shows that abstractive approaches are generally better
at paraphrasing and showing generic information but they are more error-prone when specific details are
in place - numbers, places, people, etc.
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Article [a3ap/RKUK . OKPb2KHUAT CbJl B TA3aP/XKUK 3alI09HA U3CIYIIBAHETO HA KOM-
MIOTHPHUA U TEXHUYUECKU €KCIIEPTU3U , U3BBPIINCHU OT JBE BEIU JIUIA IO Ie-
JIoTo cpelty 14 oOBUHSEMHU 3a Pa3MpPOCTPAHEHUE UJIEUTE HAa U , [PEJIaJie
peroprep Ha pajmo ” dokyc ” ...

Original MMa3ap/KUK @ OKPBXKHUAT CbhJ[ 3all09HA HU3CIYIIBAHETO HA KOMIIIOTHPHU U
TEXHUYECKU eKCIIEPTU3U 110 JeJI0TO cpelily 14 obBuHsieMH 3a Pa3poCcTpaHeHne

WJIEUTE HA WJIAJ
Generated | ma3apIKuK : OKPBXKHUAT ChJT 3aII0THA M3CIYIIBAHETO Ha 7-T€ 38 TbPKAHH II0

J1€JIOTO 3a Pa3IpPOCTpaHCHUE NICUTE Ha MINJI

Table 5: Example of an average summary generated from model s2s-Istm+d+In

Regardless of the good examples, there are lot of bad summaries in the output as well. The one in
Table 6 shows a completely erroneous summary which makes no real sense. Other common issues which
we observed were incorrect people names, ambiguities, word repetitions, etc.

Article rajepus BUJAMH . TAMETHUKBT Ha OJAroJapHOCTTA B IEHTbPa Ha rpaja , moc-
TpaJaj OT BaHIAJCKH aKT , € IMOYUCTEH . TOBa CHOOINXa OT MPECIEeHTbPA
Ha OOIIMHA BHUJWH .~ TOB& € Bb3MyTHTE/IHO M HEJIOIyCTUMO JestHue ’ | 3a-

sIBU KMETBHT Ha OOIIMHA BUJUH OTHSAH IIEHKOB II0 MIOBO/J[ OCKBEPHSBAHETO HA
[IAMETHUKA JI0 cTaMOOJI Kallhsi , IOCTABEH B 3HAK HA OJIATOJAPHOCT. ..
Original BUJIMH : TAMETHUK'BT Ha OJIAr0JJAPHOCTTA B IIEHTbPA Ha rpaja , OCTPAJIAT OT
BAHJIAJICKHA aKT , € MIOYNCTEH

Generated | BuuH : maMeTHUKBLT Ha O€H3WHA B IEHTHPA HA I'PAJIA , MMOCTPAIATIH OT BOI-

HHUTE , € IOYNCTCH

Table 6: Example of a bad summary generated from model s2s-Istm+d+In

6. Conclusions

In this work, we experiment with both extractive and abstractive automatic text summarization and show
that the latter performs better on articles in Bulgarian. To the best of our knowledge, no other work so far
has applied abstractive summarization in this language. We also propose a novel benchmarked dataset
in Bulgarian which is suitable for training and evaluation of abstractive models. Future research would
focus on resolving the issues of inaccurate factual details and unnecessary repetition.
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