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Abstract

Swivel (Submatrix-Wlse Vector Embedding Learner) is a distributional seman-
tic model based on counting point-wise mutual information values, capable of
capturing word-context co-occurrences in the PMI matrix that were not noted
in the training corpus. This model outperforms mainstream word embedding
training algorithms such as Continuous Bag-of-Words, GloVe and Skip-Gram
in word similarity and word analogy tasks. But the properness of these intrinsic
tasks could be questioned, and it is unclear if the ability to count unobservable
word-context co-occurrences could also be helpful for downstream tasks. In
this work we propose a comparison of Word2Vec and Swivel for two down-
stream tasks based on natural language sentence matching: the paraphrase de-
tection task and the textual entailment task. As a result, we reveal that Swivel
outperforms Word2Vec in both cases, but the difference is minuscule. We can
conclude, that the ability to learn embeddings for rarely co-occurring words is
not so crucial for downstream tasks.

1. Introduction

Distributional semantic models (DSMs) are instruments which can represent words through real-valued
vectors of fixed dimensions. The word distributional here is a reference to a distributional hypothesis
saying that word semantics is distributed together with its contexts (Harris, 1954). DSMs can capture var-
ious functional or topical relations (for example, semantic similarity also known as synonymy) between
words through collocation contexts observed in a corpus, and the strength of such relation between two
words can be computed as a distance between vectors corresponding to these words.

There are two taxonomic classes of DSMs. The first one is based on counting word co-occurrences
in a corpus (for example, through constructing a TF-IDF matrix or a PMI matrix). Each word could
be represented as a sparse vector, and its dimensionality can be lowered by applying dimensionality
reduction techniques (like SVD) to the matrix — this is how some ‘classic’ distributional models like
LSA or PPMI matrix work (Landauer et al., 1998; Turney and Pantel, 2010). They are called count-
based models.

Another option of capturing word semantics is based on sampling the training corpus with a sliding
window while each word is initialized with a vector, which values are optimized for the task of predicting
a word using its context (or, vice versa, predicting context using the word) (Collobert et al., 2011). DSMs
that work in such a way are called predictive models, and the dense vectors produced by such models are
called word embeddings.

Predictive models are the most mainstream class of DSMs since they proved their effectiveness
in most NLP tasks. One of the most popular DSM models is Word2Vec (Mikolov et al., 2013) which
provides two training architectures: Continuous Bag-of-Words (CBOW) that predicts words given their
contexts, and Skip-Gram (SG) that predicts the contexts from the words.

The effectiveness of predictive models was revealed in the classic paper Don’t Count, Predict! (Ba-
roni et al., 2014), which proved the benefits of predictive models against count-based models. However,
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some researchers still try to propose novel approaches to count-based training that could pretend to out-
perform the predictive approach. One of the most recent interesting methods was introduced in a novel
DSM called Swivel (which is an abbreviation for Submatrix-Wlse Vector Embedding Learner) (Shazeer
et al., 2016). This model is based on applying SVD for PMI matrix, and the main idea is to use a loss
function which penalties depend on whether the word-context pair co-occurs in the corpus or not, so the
algorithm could be trained to not to over-estimate PMI of common values whose co-occurrence is unob-
served. Notably, Word2Vec with a negative sampling is also capable of taking unobserved co-occurrences
into account, but it is done indirectly.

The central claim of the authors of Swivel is that none of the mainstream word embeddings provide
any special treatment to unobserved word-context co-occurrences (Shazeer et al., 2016), so the abil-
ity to capture unobserved word-context co-occurrences helped to outperform other embedding training
algorithms in word similarity and word analogy tasks. But the properness of the considered intrinsic eval-
uation tasks (word similarity and word analogy) could be questioned due to the recent negative critique
of word similarity and word analogy as methods for evaluating DSMs (Batchkarov et al., 2016; Gladkova
et al., 2016). Hence, it is unclear if the ability to count unobservable word-context co-occurrences could
be also helpful in downstream tasks and allow the count-based models to outperform the predictive ones.

To this end, in this paper we want to consider a more proper evaluation method that introduces two
downstream tasks based on natural language sentence matching. Our evaluation methods rely on testing
the ability of the compared DSMs to build vectors of compositional linguistic units (like sentences and
documents). Different techniques of vector composition allow to represent these units in a vector space
and calculate a similarity value between vectors corresponding to them.

The scientific question that raised in this work is whether taking unobserved word-contexts co-
occurrences into account could help count-based models to outperform the neural-based ones in a down-
stream task. Our main contribution is the comparison of performance of three different DSMs on three
datasets in order to answer this question. Our work is the first towards an evaluation of Swivel and
Word2Vec on extrinsic tasks.

We think that evaluation in a downstream task could also reveal differences between the methods that
do not seem evident when only an intrinsic task is used. On the other hand, we see our next contribution in
raising an issue of whether intrinsic evaluation is enough to make a conclusion about DSMs performance
since its performance on an extrinsic task could differ. The results obtained in this study prove the
existence of such issue.

The paper is organized as follows. Section 2 describes the background of tasks that we use for
our downstream evaluation. Section 3 provides a brief introduction to the background of compositional
distributional semantics and the approach for obtaining compositional unit representations which we
consider in this paper. Section 4 is dedicated to the experimental setup, while section 5 covers the results
of an evaluation and brings a discussion on them. Section 6 mentions recent studies that we find relevant
to our topic. Section 7 concludes the article.

2. Downstream tasks

2.1. Paraphrase detection

Paraphrase is a restatement of a text giving the same semantic meaning in another textual form. Para-
phrase detection task (which could be also mentioned as a semantic similarity identification task, sen-
tence similarity detection task since the paraphrased sentences are, in substance, semantically similar
expressions (Xu et al., 2015)) for a pair of natural language sentences 1'; and T'o, is a task of identifi-
cation whether 7'y and T'> have the same semantic meaning. In this case, the pair of sentences could be
only related to one of two labels:

e semantic similarity exists: If you help the needy, God will reward you & You will receive the
reward of God for your charity;

o semantic similarity does not exist: If you help the needy, God will reward you & You will receive
the reward of God for your charity.

154



Proceedings of CLIB 2018

2.2. Textual entailment

Textual entailment (also called natural language inference) is a concept describing a directional relation
between two text fragments which holds whenever the truth of one text fragment (called hypothesis) fol-
lows from another text (called text) (Dagan et al., 2006). Therefore, a pair of natural language sentences
T and H contains textual entailment if a human reading text would infer that H directly follows 7', and
T does not directly follow H. So one should notice that the textual entailment connection is directional
unlike the connection of other types of semantical relatedness like paraphrasing. The pair of sentences
can be labeled with three types of available entailment relations:

¢ entailment: the hypothesis entails the text if the relations or events described by the hypothesis are
likely to be true given the relations or events described by the text (e.g. text: If you help the needy,
God will reward you, hypothesis: Giving money to a poor man has good consequences);

e contradiction: the hypothesis contradicts the text if the relations or events described by the hypoth-
esis are highly unlikely to be true given the relations or events described by the text (e.g. text: If
you help the needy, God will reward you, hypothesis: Giving money to a poor man has no conse-
quences);

¢ neutral relation: the hypothesis and the text are in a neutral relation if the relations or events
between them are not semantically connected to each other (e.g. text:If you help the needy, God will
reward you, hypothesis: Giving money to a poor man will make you a better person).

3. Vector mixture

Most of DSMs (particularly, the ones which we consider in this work) rely only on lexical semantics
and do not build representations for other levels of text such as sentences or documents. Semantic
modeling for composed linguistics units (sentences or documents) based on a distributional approach is
usually considered as a separate subfield called compositional distributional semantics (CDS) (Mitchell
and Lapata, 2010). The purpose of a compositional DSM is to provide a function that could produce a
vector representation of the meaning of composed linguistic units from the distributional vectors of the
words contained therein. The motivation of such approach is that if a sentence is a function of meaning
of all its words, then word embeddings could also be treated as the building blocks of compositional
representation. While it has been shown that semantic relations can be mapped to translations in the
learned vector space, the claim could be made for sentence representations of the embeddings.

Mainly, approaches for constructing compositional distributional representations are divided into
vector-mixture based (they rely on element-wise arithmetic operations on vectors), tensor-based (they
additionally represent neighbor words as matrices in order to build a sentence representation) and
network-based (they consider construction of weights for the sentence vector as a neural network’s ob-
jective) (Sadrzadeh and Kartsaklis, 2016).

Since the downstream tasks which we consider rely on natural language sentence matching, they
are actually linked with the task of construction of sentence vectors. Hence, the performance of a DSM
hypothetically depends on the chosen vector composition algorithm. We consider vector mixture the
most robust and interpretable technique of CDS modeling (Mitchell and Lapata, 2008), because while
neural networks and additional matrices (from tensor-based and network-based approaches) could intro-
duce bias in the obtained results due to their stochastic nature and abundance of new parameters in the
algorithm (it is impossible to say how much of the conclusions would due to the neural network archi-
tecture itself, and how much to the optimization function, and how much to the first initialization of the
weights), the beautiful simplicity of element-wise operations on word vectors guarantees than only the
ability of the word-level distributional model to construct adequate representations is taken into account.
Of course, vector mixture approach also has certain limitations (for example, it does not consider word
order in the sentence, treating sentence like an unordered bag-of-vectors), and its linguistic justification
could be possibly questioned, but the idea of relevance of operations on vectors for obtaining meaning
transformation was justified by other tasks using vector operations like analogical reasoning (Le and
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Mikolov, 2014). The possible justification of mixture models could be explained by the fact that if the
vector of a word shows the extent to which this word is related to other words in the corpus, so will the
compositional vectors show the extent to which things related to a certain vector can also be related to
other vectors (Zhang et al., 2018).

Two main options of vector mixture include vector composition and vector multiplication. Feature-
wise vector addition can be seen as feature union, and vector multiplication as feature intersection. In
this work we will obtain compositional distributional representations through vector mixture approach
based on element-wise vector addition. Treating a sentence as a bag of words, we will obtain its vector
as an average of all vectors corresponding to all words it contains.

Our idea proposes that it is possible to use components V' as features for learning the automatic
classifier. So the list V1,...,V; of ¢ sentence pairs could be used as a feature matrix for learning the
classifier, and a vector i1, ..., ¢; reporting the type of the relation between the sentences could be used as
a target vector.

More formally, given two sentences, X with n words and Y with k& words, one could obtain their

vector representations, S(X') and S(Y"), by averaging the vector of words that constitute the sentences:
S(X) = 2w)ts(@a)t.. +s(zn)

n

S(Y)= S(y1)+8(y2]2+--'+8(yk)

And then obtain vector representation of the two sentences:
V= S );rS ™)

Therefore, such embedding of a sentence pair could be used to train the classifier to distinguish the
existence of paraphrasing or the existence of entailment.

4. Experimental setup

As we mentioned before, our experimental setting includes the comparison of DSMs with different ar-
chitectures trained on the same corpus with the same hyperparameters. As the training algorithms we
use implementations of SG, CBOW and Swivel from the official repository of Tensorflow (Abadi et al.,
2016), the most popular framework for deep learning. Our choice for the training data was the Guten-
berg Project corpus (Lahiri, 2014) of 520 000 tokens containing English fiction. We used a filtered and
lemmatized version of the corpus (lemmatization was done with UDPipe (Straka et al., 2016)). The main
concern in the use of project Gutenberg corpus is that it contains a lot of words that are not used in
our datasets, so we suppose that the use of fiction corpus may answer the question whether the ability
of Swivel to use unobserved word-context co-occurrences could have an effect on the results since we
consider that in all tasks related to distributional semantics the choice of the training corpus is highly
decisive.

Each of the considered models was trained with context window of 10 and sub-sampling of le-3
(because these hyper parameters worked better among others that were compared); if it was possible, we
turned on the negative sampling regime. For each of the training algorithms we trained a model with
varying vector dimensions of 100, 150, 200, 250, 300, 350, 400, 450 and 500 (the highest boundary
for vector size is explained by the fact that it is the threshold for which in our experiments most of the
models stopped to increase performance significantly). We decided to check different vector dimensions
since we suppose that in element-wise vector mixture the size of the vector could be crucial if we want to
take into account all the data contained in vector components. All in all, we had 27 models: 3 different
training algorithms and 9 vector sizes for each.

The datasets on which the models were evaluated are:

e Sentences Involving Compositional Knowledge (SICK), 9 840 pairs of sentences assessed by
textual entailment (Bentivogli et al., 2016);

o Stanford Natural Language Inference (SNLI), 640 000 pairs of sentences assessed by textual
entailment (Bowman et al., 2015);
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Figure 1: Accuracy of Swivel, CBOW and SG (in percents) on the considered datasets varying the
dimensionality of word vectors.

e Quora Question Pairs (QQP)', 400 000 pairs of sentences assessed by semantic similarity.

The datasets were also lemmatized using the aforementioned UDPipe.

The method of capturing compositional distributional representation of the sentences included aver-
aging all word embeddings of the sentence, as was mentioned in the previous section (out-of-vocabulary
words were not taken into account). Then each dataset was represented as a labeled pair of vectors (bi-
nary labels in the case of the paraphrase detection task or multi-class nominal labels in the case of the
textual entailment task).

These labels were used as target values, and each dataset was divided into two parts (in proportion
%): one for training the classifier, and one for obtaining the final result of performance of given word
embedding models by the classifier’s prediction. For classification we used the Logistic Regression model
implemented in a Scikit-learn module (Pedregosa et al., 2011). We also tested other popular classification
algorithms (Naive Bayes, Random Forest, K-Nearest Neighbors, Support Vector Machine, and so on), but
they were not able to outperform Logistic Regression (we do not mention the obtained results on these
algorithms here since we find that they could blur the focus of our paper).

5. Results and discussion

SNLI SICK QQP

1 | Swivel Swivel Swivel
2 SG SG SG
3| CBOW CBOW CBOW

Table 1: Ranking of the compared models across the considered datasets by the best result shown on
any vector dimensionality.

We evaluated 27 models on the test chunk on SNLI (a), SICK (b) and QQP (c), and calculated accuracy
varying the vector dimensionality (we used accuracy since the datasets were balanced, and this measure
was able to report actual quality of the classification). Figure 1 illustrates the results of the evaluation
while vector dimensionality of the compared models varies. The overall relative rankings of compared
models and their best results on each of datasets are presented at Table 1. Swivel showed the best
performance on all tasks (48% of correct answers on SNLI, 66.9% on SICK and 67.2% on Quora).
Such result shows that Swivel actually works better than Word2Vec (although the difference in the
results is small). This could be explained by the fact that the style used in project Gutenberg corpus

"https://data.quora.com/First-Quora-Dataset-Release-Question-Pairs
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differs from the one used in the proposed datasets. A claim could be made that this should just play to
the strengths of Swivel, since it is supposedly strong for rarely co-occurring words. The results on all
the datasets are far from state of the art (Conneau et al., 2017) (89.3% on SNLI (Tay et al., 2017), 80%
on SICK (Bentivogli et al., 2016), 88.1% on QQP (Wang et al., 2017)). Anyway, the main aim of our
work was not to propose the approach with the best performance, but to make a comparison of DSMs
involving a robust and interpretable method, and we suppose that the performance gap is caused by the
algorithm, not by the corpus — averaging word embeddings for obtaining sentence embeddings should
work worse for long (more than approximately 10 words) sentences than sentence-level embeddings like
Skip-Thought (Kiros et al., 2015) that were used in other papers. And this may be the cause why the
SICK task demonstrates considerable changes in accuracy for different dimensions — sentences in SICK
dataset are notably shorter than in two other datasets.

Another interesting result that we obtained is that models’ performance in most cases increased with
increasing vector dimensionality: for example, the dependence of accuracy of vector dimensionality for
SNLI could be approximated with an ascending function. On the other hand, on SICK the performance of
CBOW and SG sharply decreases on a threshold of 300 while the accuracy with Swivel did not decreased.
The possible explanation is that SICK contains lexemes that rarely occurred in the training corpus, and
the use of unobserved word-context co-occurrences helped Swivel to outperform other models.

The main limitation of Swivel that we see is that it requires notably more resources for training than
Word2Vec. Training of Swivel on our small cluster equipped with ASUS GeForce GTX Titan X took up
to 4 hours versus 10 minutes on CBOW and 30 minutes on SG. We can assume that in some tasks the
difference in the results can be less notable feature than the time for training the model.

6. Related work

Exploratory research of DSMs was an object of big interest from the NLP community in recent years,
and this interest is increasing with the popularity of word embeddings. Various researchers investigated
different aspects of DSM, such as the underlying latent semantic structure (Senel et al., 2017), the ef-
fect of the chosen corpora (Kutuzov and Kunilovskaya, 2017) or the training algorithm (Bakarov and
Gureenkova, 2017), the topology of gender (Bolukbasi et al., 2016), the nearest neighbors of frequent
words (Radovanovi€ et al., 2010), the types of semantic relations (Rei and Briscoe, 2014; Melamud et
al., 2014) and so on. Particularly, in our work we actually put the effect of the training algorithm as
a primary object of our research. To measure the performance we evaluated how well the considered
model could work with two tasks based on natural language sentence matching: the paraphrase detection
task and the textual entailment task.

The early approaches to a paraphrase detection task did not considered semantic structure at all,
taking into account only word- and subword-levels (Dolan et al., 2004). Later, some researchers started
to use manually constructed thesauri like WordNet (Lee and Cheah, 2016). Nowadays the state-of-the-art
methods rely on bidirectional deep neural networks; for example, BIMPM (Wang et al., 2017). As the
most comprehensive work on the task of paraphrase detection as well as textual entailment we consider
(Androutsopoulos and Malakasiotis, 2010). Due to the fact that the task of textual entailment is also
strongly linked with the task of matching natural language sentences, a lot of approaches for this task are
highly similar to the approaches for paraphrase detection. All in all, these two tasks are highly popular in
word embeddings community and are used as subtasks of more global tasks, like information retrieval,
plagiarism detection, and more (Zubarev and Sochenkov, 2017).

7. Conclusions

Our experiments demonstrate that Swivel outperforms Continuous Bag-of-Word and Skip-Gram in mod-
eling compositional distributional semantics on the variety of tasks of natural language sentence match-
ing (however, the difference in the performance in most considered cases is tenths of a percent). We
conclude that taking into account unobserved word-context co-occurrences plays a certain role in down-
stream tasks like the ones considered in the presented study.

Since we have not concluded which method is basically better we think that it will be reasonable to
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use some kind of retrofitting technique for refining the word vectors in future (Faruqui et al., 2015) to be
able to prove our hypothesis that fiction corpus should provide better results, so one could unearth how
much does the corpus size and choice affect the embeddings.

In the future work we also wish to reproduce the results on the non-English data: for instance, on
Bulgarian language. 1t is interesting to see whether the ranking positions of the compared algorithms will
be reproduced. However, now we are not able to make such comparison since we are not aware of any
paraphrase detection (or textual entailment dataset) for Bulgarian (despite the task of textual entailment
was considered at the Computational Linguistics in Bulgaria conference, but not from the perspective of
Bulgarian (Dias and Moraliyski, 2014)). Creation of such benchmark for Bulgarian is also in our plans
for future work on this topic. In contrast to English, Bulgarian is a highly fusional language, and we
think that research of word embeddings evaluation on Bulgarian could give many interesting insights for
researchers in the field of evaluation of word embeddings as well for the international NLP community.
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