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Abstract
This article aims to present the Bulgarian Summaries Corpus, its advantages,
its purpose and why it is necessary. It explains the selection of texts and
process of summarization and the tool used, in addition of a quick overview
of the current situation in Bulgaria. The paper also presents a general outline
of the market needs, the use of this kind of tools and a short list of examples
of a variety of corpora around the world both in language and field.

1. Introduction

Web content has become a science with a list of new jobs2 because of its growing importance. This
has increased the volume of information available online and with it the need of its quick processing in
a rapid and effective way. The necessity of extracting the most valuable parts of documents has also
grown slightly, although papers and studies in this direction have been written for more than twenty
years. Since more information is becoming available, more tools are needed to handle it (Mani, 1. and
Maybury, M.T. 1999). Some summarization-related technologies attracted substantial investment
companies.

Universally, a “summary” is to be understood as a text that is produced from another bigger
text, and that conveys the most important information from the original text. It should be no longer
than half of the original.

Nowadays summarization is applied in multiple areas: from scientific articles to web pages
content, to the creation of large and especially designed corpora. They all adopt different methods and
techniques, such as deleting textual units that are considered unimportant for the main message (it
often happens by using a discursive structure of text) or the structure trees that compute different
segments of the text or sentence compression (consists in removing lexical units that are not important
enough in the sentence to change or distort its main meaning).

2. Corpora around the world

A large variety of summarization corpora has been developed. Each of them stresses on a particular
point of what the texts can be used for: length of the document, interpretation of the text (especially in

! Even though it is generally divided into textual, visual and aural, the focus in this paper is only on the first one and will be
understood as such in the entire paper.
> Web content writer, Web content Manager, Web content Editor etc.
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the area of politics), whether they are multi or monolingual, or are related to a particular area. Various
examples are:

o The Japanese Text Summarization Corpus, especially developed to be able to judge the
credibility of the information collected on the web. Another purpose is also the preparation of
gold standard data to evaluate smaller sub-processes within the extraction and summary
generation process, and the investigation of the summaries made by human summarizers
(Nakano M., Shibuki H and al., 2010).

e The composed entirely on French Human Reference Corpus for Multi-Document
Summarization and Sentence Compression whose purpose is the development of automatic
methods for multi-document summarization including text, audio and video.

o The multi-document multilingual summarization corpus made for Arabic, English, Greek,
Chinese, Romanian and others, whose aim was to evaluate a series of language-independent
algorithms and the problem of summarizing news topics.

o TweetMotif, a tool created specifically for the search and topic summarization of Twitter
messages.

e The Polish Summaries Corpus, created for the support of the tools for automated
single-document summarization of texts in the Polish language.

3. Origins and purpose of the corpus

The Bulgarian Summaries Corpus was created under the guidance of the Institute for Bulgarian
Language of the Bulgarian Academy of Science. It is the first corpus of its kind in the country and it is
a part of the Bulgarian National Corpus3. The aim is not to be left behind the rest of the world, and to
help in the application of the different linguistic areas and other research purposes. It is also expected
to become a resource of the Bulgarian language on the internet, especially since it represents a
peripheral language4.

4. Text selection

When choosing texts, the type of the corpus that has to be taken into consideration. In some cases
randomly selected documents are acceptable, but in others they are not. Due to its particular nature, a
variety of articles was selected for the Bulgarian Summary Corpus. They cover different journalistic
domains and a large variety of styles. The main subjects vary between political analysis and newspaper
articles, followed by health issues, diseases and their possible cures. The documents were subjected to
an additional filter, where interviews and files with more than one text inside were deleted. In this
way, every text was put on a different file.

The texts are divided in two main groups:

-Texts containing 1000 to 1999 words;

-Texts containing 2000 to 2999 words.

After the process of summarization is completed, two more files are created — one made up by
sentences and another containing only the main closes from the file with the sentences. In this way the
total number of files is 3. When there are both computer and human summarizations of texts, it is
possible to compare the results from the machine and the people — it is a process similar in some extent

? It was developed between 2001 and 2009, with over 240 000 text samples. Access to the corpus: http://dcl.bas.bg/bulnc/en/
* According to the The Global Language System of de Swaan and its hierarchy of four levels (the peripheral, central,
supercentral and hypercentral languages) the linguistic dimension of the world goes hand in hand with the political and
economic aspects. The present global situation of languages is the product of prior conquest and domination and of ongoing
relations of power and exchange. “Peripheral languages” are 98% of the world's languages and spoken by less than 10% of
the world’s population.
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to the machine translation evaluation. The only difference here is that there are no translations, but
purposely omitted parts of a text.

5. Summarization process

Normally, the summarization of a text may be language-dependent (when an algorithm is specifically
designed for a certain language) or independent (mostly based on algorithms for which it is not
important. Over the years many scientific papers describe different processes and techniques for the
summarization of information and the different purposes of its use. Some examples are:

- The PageRank algorithm used by Google Search to rank websites in their search engine
results, with its graph-based ranking algorithms;

- Classifier4] with its micro service “Summarizer” . Its purpose is to “extract sentences from a
text document, determine which are most important, and return them in a readable and
structured way.”

- A linear-time algorithm for lexical chain computation. It makes lexical chains as an
intermediate representation for automatic text summarization. By lexical chains is understood
the cohesion among an arbitrary number of words that can be computed in a source document
by grouping sets of words that are semantically related and have a sense flow.

Although it is undeniable that the current technological advancements are remarkable, much is
still to be done in this area. For this reason is not recommended to give full credibility to algorithms.
The same applies if they are language-dependent or independent. No matter the improvement, they are
still not able to match human judgment, especially about the nuances that each word contains within
itself. This is one of the reasons why automatic text summarization is a very difficult task.

This said, here is also another point of view to consider: when a human summarizes a piece of
text, he or she usually reads it with the purpose of developing his or her understanding. Then, when he
or she writes the summary, there is a tendency to highlight points that are related to the person’s own
background. This implies rating as “important” information that other individuals might consider
superfluous. In order to avoid this risk, when engagegi in the process of summarizing, it is strongly
recommended to give the task to more than one person.

For the Bulgarian Summarization Corpus was chosen human summarization.

For the process of summarization was necessary the following:

-Texts containing 1000 to 1999 words had to be reduced respectively reduced by 40%, 20%
and 10% of their initial volume when using entire sentences and by 32%, 16% and 8% when
reducing by leaving only simple closes.

- Texts containing 2000 to 2999 words to be reduced by up to 24%, 12% and 6% of their initial
volume when using entire sentences and by 20%, 10% and 5% when using simple closes.

> A Java library designed to do text classification. http://classifier4y.sourceforge.net

® The tool may be found on the following website: https://algorithmia.com/algorithms/nlp/Summarizer
7 An example is the Polish Summaries Corpus, where manual summarization was conducted by 11 annotators.
Texts were randomly assigned.
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|£| ESE v1.1 [unsaved changes] — 0 be

File Other

20% summary | 10% summary | 5% summary

[laxbyHara nonutika e Korowatouda EBpona: HAKoM npodnemu B
091212002

YeennyaeaHeTo Ha npuxoonTe 8 Dl0QpKeTa e BLNPOC, KOWTO Kacae BCHYKM CTpany 8 KoronaTouna Espona. dannen JbAHY, MKOHOMWCT 1
OUBW MUHWCTED H3 BIUHAHCHTE HA PYMBHIUA, DA3IMexaa HaUMHUTE 33 N0A0GPABAHE HA eEKTHBHOCTTA HA NaHLUHOTO 0BNaraHe B T
PETUOHE

[Lanuen OuAHy oT Bykypew 2a Bankad Taime - 09/12/02

Mekay MKOHOMUKITE B NPEXOM, ChLUECTBYBAT rONemMU PasniKky N0 OTHOWEHNE eEKTUEHOCTTA U OPraHU3aLNATA Ha [aHLUHOT
o@narase. O0MKHOBEHD LIEHTPONHOEBPONECKATE NPABNTENCTEE €3 No-edleKTMBHI B CbONPAHETO Ha AaHbUN, 0TKOMKOTO
GONWWHCTEOTE OT KOMErMTE Wi B KOrou3Touda EBpona. Mo 8CAKA BEPOATHOCT TOBA C& JbM3HNA HA NO-CUNHATA Db PKABHA
AAMUHACTPALMA U UHCTUTYLMY. JaHBYHOTO 0BRaraHe NpW MKOHOMUKITE B NPEXOf, CE BMIMAE 0T HAKOW OCHOBHIA OTPaHMueHIA
[0 M3BECTHa cTeneH "G0raTa cTPaHa" 03HAYABa, Y& MHOTD 0T IPaXOaHNTe i MOraT A3 non3ear nzofunuete ot oflecTBeHn Gnara B
NEPHOM, HA CHMHO ChKPAIABAHE Ha TbPKABHUTE GIOIXETH. TO3IN PE3YNTAT C& YCHMBA 0T CHHAPOMA Ha Tlaparpad 227 npon3soncTeoTo
Ha yacTHW Gnara ce MaMecTea oT NyONNYHUA CEKTOD, KATO CAMKTE DE3X0AM N0 0CUIYPABAEHE Ha oflWecTBeHn GNara MoraT ga
NPETOBAPAT C AAHELN YACTHUTE (upiti. HECUTYPHOCTTA HA MHCTUTYLIMNTE CE OTPA3ARA B MANKaTA CNOCOOHOCT 33 ChOMpaHe Ha
OaHBUNTE UK NPUNAFEHETO Ha 33KOHUTE M H3peaouTe. Pl MKOHOMWKMTE B NPeX0q ce NOABABA 2HAUMTENHO CKPUTO, YAcTHO obnaraxe
€ AAHBLUM - NOOKYMATE W NPOTEKLMOHNCTHYHA AAHEYHA NONUTHKA YEENWYEBAT UEHATA Ha GU3HeCa. GMPMUTE MOXe B NpegnoulTar aa
NNalar JaHbLy Ha ObpH#asa, KoATO MoXe 03 BLBEMOa 3aK0HW NN NoHe Oa M npunara no-godpe. Ho Kak fa GbAe nagbpliena Tasm
TRAHCHOPMAUWA W 3 C& W3Ne3e 0T 3a0LHEHATa yiLa? CLEKYNHOCTTA OT CKPHTM AaHBLLM Kapa GUpMiTe Aa W30ATEaT nnawaHeToHa ||
faHbUM U aa paﬁn‘rm’a CKPUTATA MKOHOMUKA. MOCNEAHD, HO HE U N0 3HAYEHUE, CTRAHUTE B NPEXOM, C& PA3NUYaBaT A0CTa no -
T P T P
44/198 = 22%
Words in text: 992
Words in summary: 198

Mexay UKOHOMWEWTE B NpeXof ChULECTBYEAT rOMEMK Pa3nuKK No OTHOWEHKE
e(eKTHEHOCTTA W OPraHi3aUMATa Ha 0aHEUHOTO oGnarade. JaHeuyHoto o@narade npu
WKOHOMMKMTE B NPEX0M, Ce BWAE 0T HAKOM OCHOBHK OTPaHUYEHWA. HECUTYPHOCTTA Ha
Undo last action (CTRL+Z) WHCTHTYUWWTE Ce 0TpasnAea B MEJ'IKETE crnoco0HocT 3a cenpade Ha gaHbuWTe Mk
NPWNAaraHeTo Ha 33K0HUTE W HapegbuTe.

Figure 1: The interface of the ExtraSumAnnotator

For both groups, the reduction of simple clauses was done using the file containing the
sentences selected in the first stage. All superfluous information in the texts such as author’s name,
dates or résumés as well as titles and abstracts had to be ignored in the process of summarizing the
information in order to eliminate any possible interference with the results.

The tool ExtrSumAnnotator from the toolbox of the SummaryAnnotatlonTools was used. It
was originally created for the Polish Corpus mentioned in paragraph 2. Figure 1 shows its user friendly
interface with the different stages of the summarization process. The selection of percentages is
performed manually by the user, while the word count is automatic. All selected information is
highlighted in red and shown in the little window under the main text. This information is then
transferred to the next tab, where the process is repeated again until the end.

5.1 Selection of sentences
The selection of sentences was done as follows for every text:

In the first stage of the work the whole text was read;

Then started the selection of entire sentences respecting the selected percentages. The changes
were saved as a new file;

This new file was then opened again and from it were selected only the simple clauses. This
second file was then saved, again separately.

As mentioned above, the total number of files at the end was 3.

It followed a specific pattern during the entire process — mostly the first and last sentences were
selected for each paragraph of the text. In specific cases the middle part was preferred, but this
procedure is to be considered an exception.

It is noteworthy that for the majority of articles were chosen the first and last sentences of every
paragraph. Also, in certain cases the summarization process was extremely difficult due to the
impossibility of reduction of the volume to the percentage required. This happened mainly because of
the risk of loss of information.

§ They can be found on link of the Explore GitLab:

htt it.nlp.ipipan.waw.pl/summarization/SummaryAnnotationTools
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The selection of simple clauses was a much easier process, since the message was almost
always in the main sentence.

A practical example of the summarization process can be described as follows:

The main text contains 992 word (since it is in the first group, it has to be reduced respectively
by 40%, 20% and 10% for entire sentences and by 32%, 16% and 8% for simple closes). In numbers
this means that the reduction is:

For entire sentences:

992 words — 396 words (40%)

992 words — 198 words (20%)

992 words — 99 words (10%)

For simple clauses:

992 words — 317 words (32%)
992 words — 158 words (16%)
992 words — 79 words (8%)

Below parts of the text have been copy-pastedg.
Step 1 is the reduction by 40%:

‘ d d HQ Obuxnogero uenmpwmoeeponeucxume
npaeumencmea ca no- eqbeKmuGHu 6 Cb6upaHem0 HA ()CZH'bl{u OMKOAKOMO OOIUUHCMBOMO OM
xonecume um 6 IOzouzmouna Eepona. Ilo ecsaka eepoiamHocm moea ce OvIICU HA NO-CUTHAMA

0vporcasHa aomunucmpayua u uncmumyyuu. Janvbynomo obaaeane npy UKOHOMUKUME 6 NPexod ce

glluse om HAKOU OCHOBHU O2DAHUYCHUS.
o uzeecmna cmenen "Oocama cmpana" o3nauasa, ye MHO20 om epajxcoanume i Mozam 0d

nonzeam uzoounuemo om obujecmeenu Oraea 8 nepuod HA CUIHO CHKPAWABaHe HA ObPIUCABHUME
o100axcemu. Tosu pezyimam ce ycunea om cunopoma na "llapacpagh 22": npouszeodcmeomo Ha
yacmuu 6naea ce usMecmea Om NYOIUHHUSL CEKmop, Kamo camume pasxodu NO OCUSYpI8aHe Ha
obwecmeenu bnaza mozam 0a NPEemMosapsim ¢ OAHbYU YACHMHUME dmpMu. Hacue;zpbw_cmma_m

uuam&uzz&uapa@.éum&. Hpu UKOHOMUKUME 8 npexod ce nosaeA8a 3HAYUMENHO CKPUMO, YACHHO
obnazamne ¢ daﬂbuu - nodkynume U NPOMEKYUOHUCUYHA OAHBYHA NOJUMUKA yeeﬂuqaeam L;eHama Ha

busneca.

MQWL&Q&LQL&LMML&O_QQ@&_HO Kax da 6bde u38bpULeHa masu
mpaﬂcd)opMauuﬂ u 0a ce uszneze om 3a0vHeHama yauya? Cu&unmmummumﬂa&m&m

cpaduu_mzadnpu&muﬂ_w Ho ()06pume u()eu u npednpuemaqecmﬂm ()yx Modice ()a He ca

00CMamvutU, KO2Amo uma HyxHcoad om OAHKO80 (UHAHCUpAHe, d OAHKume U3UCKEam MpYOHU 3d
nonyuasane eapanyuu. Hoeume napedodu na bankxama 3a medxncOyHapoOHU pasniawanus 3a
bankogomo ocuzypsaeane Ha 3aemMu Modce 0a yOapu Cepuo3no Maikume u CpeoHo 201emu Gupmu,

0oceeH axko OaHKume He Hamepam MEOpYecKU HAYUHU 3a qbuHchupaHe_Kan.umaﬂo_mzzLLmapu

® Since the working language is English and the text are in Bulgarian, this is to be considered just as an example and the will
focus only on the percentages and how the selection works visually. Because of this, there are only the first and the last
paragraphs. The underlined sentences represents the red marks in the ExtraSumAnnotator.
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q 3G Tonoocumenen 3uax
e, ue EBBP e u3Meofcdy cnoucopume Ha 6aHKume 3AHUMABAUU CE C MCH cv30aoenu 8 pecuona.”

Step 2 is a reduction of 20%:

. A [PU UKOHOMUKUME 6 NPEX00 ce Nosssed
SHAUUMENHO CKPUMO, YACMHO 001azaHe ¢ ()am)uu — nOOKynume u npomMeKyUOHUCMUYHA OAHbYHA
NOAUMUKA Y8eaudasam yeHama Ha ouzneca. Qupmume modice bu npeonouumam 0a niawam OaHvyu
HA 0bpaIcasa, Kosamo Modice 0a 8b6exicod 3aKOHU U NOHe 0a 2u npuiaza no-ooope. Cv8KynHocmma
om ckpumu 0anvyu Kapa upmume 0a u30s126am niAWAHEmMo HA OAHBYU U 0a paboOmMIm 6 CKpUmama
uxonomuxa. Ilociedno, HO He u NO 3HAUeHUe, CMPAHUME 6 NPexo0 ce paziuyaeam 0ocma no
cnocobnocmma cu 0a nedeisim napu Ha Yyscoume Kanumaniosu nasapu. [ ...J

Hamanséane Ha mpydﬂocmume 3a MCH eoace yqpedﬂm cneyuanty UHAHCOBU UHCMUMY YU, KOUMO
da 3a0080a86am mexHume Hyicou.”’

As mentioned above, the selected sentences are saved in a separate file that is used for the
simple clauses. Here are also visible the aforementioned difficulties and the risk of loss of information,

since many of the sentences cannot be reduced to simple clauses.

Step 1 is a reduction of 32%

’ ’ d HA 0d ’ Obuxnoseno ueHmpOﬂﬁoeeponeucmtme
npaesumencmea ca no- e(])ekmueuu (4 Cb6upaHem0 HA 061H'bl4u OMKOAKOMO OOIUUHCIMBOMO OM
xonecume um 6 IOzouzmouna E@pO}’l(l. Ilo ecska geposamHocm moea ce ObJIICU HA NO-CUTTHAMA

Ovpocasna aomunucmpayus u uncmumyyuu. Janvunono obiaeane npu uKOHOMuUKUmMe 6 npexod ce

gluse om HAKOU OCHOBHY O2PAHUYCHUS.
o uzeecmna cmenen "6ocama cmpana" o3nauasa, ye MHO20 om epadcoanume U mMo2am 0d

noazeam uz0obunUemo om odujecmeeHu O1aea 6 Nepuod HA CUIHO CHKPAWABAHE HA ObPHCABHUME
or00xcemu. Tozu pesynmam ce ycursa om cuvopoma Ha "llapacpagp 22": npouzeoocmeomo Ha
yacmHu Onaea ce usMecmea om NYOIUUHUS CEKIMOp, KAmo camume pasxodu No ocueypseaue Ha
obwecmeenu bnaza mozam 0a npemosapsm ¢ Oanvyu wacmuume upmu. Hecueypnocmma na

11 1NG ’ 4 ¢ WU NPUNA2AHEMO
Ha 3aKoHume u Hape06ume Hpu UKOHOMUKUME 8 npexod ce Nos6sa6a 3HAYUMENHO CKPUMO, YACMHO
obnazane ¢ Oanvyu — noOKynume U NPOMEKYUOHUCUYHA OAHBYHA NOTUMUKA Y8eTUYABAM uenama Ha

MMM&M&LM&LQL&LW&L&QQ@Q_HO KaKk oa 6bde u3evbpuleHa masu
mpchqbopMab;u}z u oa ce uzneze om 3a0vHeHama yiuya? Cwlgznuacmma_am_cmumu_dmuu_mpa
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d mee
c,ae_duu_npe_dnpuzmuﬂ_(M_CaL Ho ()06pume udeu u npednpuemattecxuﬂm oyx Mmooice ()a He ca
00CmMamvytU, Ko2amo uMa Hyxcoa om OAHKO60 puHancupaue, a OGaHKume U3UCKEAM MpYOHU 3d
nonyyasane eapanyuu. Hosume napeobu na bankama 3a MmedxcOyHapoOHu pasniawjanus 3d
OAHKOBOMO OCUcypsABaHe HA 3aemMu Modce 0d YOapu CepUO3HO MAIKume u CpeoHo 2oaeMu pupmu,

oceen ako OanKume He HAMEPAM MEOPHecKU HavuHu 3a Quuancupare._Kanumanosume nazapu
WWIQ&QMWE@QM U Yecmo He Moeam 0a ce U3no36am Kamo 6apuaHm 3a

camounancupane 211

e, ue EEBP e usfwe:»cdy cnoncopume na banxume, 3anumagawu ce ¢ MCII, cv3oadenu 6 pecuona.’

Step 2 is a reduction of 16%.

Qatu:.uum&.JYpu UKOHOMUKUME 8 NPEX00 ce NOABAE8A 3HAYUMETHO CKPUMO, YacmHo obnazaue ¢ ()aHm;u
— nOOKynume u npomeKyUuOHUCMUYHA OAHbBYHA NOTUMUKA Y8eaudasam yenama na ousneca. @upmume
Modice Ou npeonouumam 0a NAAWAM OAHBYU HA ObPAHCABA, KOAMO MOdiCe 0d Bb8e#COa 3AKOHU UIU
none oa eu npunaza no-ooope. Co8KYNHOCMMA OM CKpUmMu OaHwbYU Kapa upmume oa uzdaeeam
niawanemo Ha O0anvyu u 0a pabomsm 6 ckpumama uxoHomuka. Ilocieono, Ho He u no 3Hawenue,
cmpanume 8 npexoo ce pauyasam 00Cma o CHOCOOHOCMMA CU 0a nedelsim napu Ha yyicoume
kanumanogu nazapu. [ ...J

Hamansiéane Ha mpyoHocmume 3a MCH € 0a ce yupeoam cneyuanty qbuHchoeu UHCMUMYYUL, KOUMO

k2]

0a 3a0080426amM MEXHUME HYHCOU.

6. Conclusion

Summarization procedures and techniques will increase and improve in the following years due to the
constant rise of information available on the internet. Considering the current situation and the
growing market needs, it is to be expected that instruments such as corpora will be very useful and
appreciated by professionals and common users, especially when they belong to peripheral languages
like Bulgarian.

As for the Bulgarian Summaries Corpus, hopefully it will grow with more texts, which will
cover additional fields.

Hopefully, this work will contribute to the future development of the Bulgarian Summaries
Corpus and will increase the popularization of this sort of instruments.
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