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Abstract

We describe here our Machine Translation (MT) model and
the results we obtained for the IWSLT 2017 Multilingual
Shared Task. Motivated by Zero Shot NMT [1] we trained
a Multilingual Neural Machine Translation by combining all
the training data into one single collection by appending the
tokens: ”< 2xx > (where xx is the language code of the
target language) to the source sentences in order to indicate
the target language they should be translated to. We ob-
served that even in a low resource situation we were able
to get translations whose quality surpass the quality of those
obtained by Phrase Based Statistical Machine Translation by
several BLEU points. The most surprising result we obtained
was in the zero shot setting for Dutch-German and Italian-
Romanian where we observed that despite using no parallel
corpora between these language pairs, the NMT model was
able to translate between these languages and the translations
were either as good as or better (in terms of BLEU) than the
non zero resource setting. We also verify that the NMT mod-
els that use feed forward layers and self attention instead of
recurrent layers are extremely fast in terms of training which
is useful in a NMT experimental setting.

1. Introduction

One of the most attractive features of neural machine transla-
tion (NMT) [2, 3, 4] is that it is possible to train an end to end
system without the need to deal with word alignments, trans-
lation rules and complicated decoding algorithms, which are
a characteristic of statistical machine translation (SMT) sys-
tems [S]. However, it is reported that NMT works better than
SMT only when there is an abundance of parallel corpora.
In the case of low resource domains, vanilla NMT is either
worse than or comparable to SMT, due to overfitting on the
small size of parallel corpora [6].

Although PBSMT is superior to NMT in low resource
situations it leads to large models (phrase and reordering ta-
bles and language models) and thus is not an attractive ap-
proach, especially because it cannot lead to the development
of models that are end to end. Recently, Google’s multilin-
gual system was made available to the public which was able
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to perform Zero Shot translation [1]. Although, it is possi-
ble to train a multilingual NMT model using a multi encoder
and decoder setup [7], such a model contains a massive num-
ber of parameters and does not enable interaction between
languages by means of shared encoders and decoders. More-
over, it is clear that the basic attention based encoder-decoder
model is more than capable of accommodating multiple lan-
guages while keeping the number of parameters constant.
Multilingual NMT (MLNMT) models are inherently more
powerful than bilingual models especially when the target
language for most pairs is common.

One major problem with MLNMT models is that they
take a lot of time (ranging from several days to a few weeks)
to train and thus it is very difficult to test out changes in ap-
proaches. This is because the original models are recurrent
which need O(N) time for encoding followed by O(N) for de-
coding. Recently, models that use feed forward layers instead
of recurrent layers [8] were proposed which are roughly an
order of magnitude faster than their recurrent predecessors.
Even without ensembling, they have also been shown to sur-
pass ensembles of recurrent models by a significant amount.
In a situation where time is limited and computing power
(GPUs) such models (which we abbreviate as ATAYN!) can
be a boon. It is important to note that although we refer to
AIAYN as a feed forward model, the concept of self-attention
is the central aspect of the overall architecture.

Since we had limited , we decided to work with the pre-
processing based approach (prepending < 2zx > tokens to
source sentences) to train our multilingual ATAYN model.
Internally, we compared our translations against those ob-
tained using a PBSMT model and found them to be much
superior.

2. Related Work

Our work can be viewed as an extension of Google’s mul-
tilingual NMT work [1] with the main difference being that
we used ATIAYN [8]. Although, recurrent models that use
multiple encoders and decoders [7] are an option, such mod-
els contain too many parameters and take even more time to

IThe full form is Attention Is All You Need
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train than bilingual models.

3. System Description

We trained MLNMT models for both the zero shot and non
zero shot settings. For our models we followed the pre-
processing approach [1]. For the non zero shot setting,
for each language pair (20 pairs for the all pairs setting)
we prepended the source language sentence with the tokens
”< 2zx >" where xx could be any of the language codes for
the languages under consideration. Following this we sim-
ply merged the corpora. Typically, it is a standard practice to
oversample the smaller corpora but since all the corpora pro-
vided, were of the same size (in terms of number of lines),
we skipped this step. For the zero shot setting we simply
excluded the parallel corpora for the (bidirectional) language
pairs German-Dutch and Italian-Romanian. While decoding,
the input sentences are prepended with the token ”< 2xx >
in order to force the model to translate to the target language
whose language code is indicated by "xx”. Apart from this
we made no modifications to the NMT architecture or the
decoding procedure.

We also created a multilingual PBSMT model by using a
simple trick. We simply prepended every token in the source
language sentences with the token “xx#” where xx indicates
the target language. We also trained a joint language model
on a concatenated corpora of the target side of all languages.
This was enough to train a single multilingual SMT model.
The working of such a model is as follows: Since each source
word is marked by the ”xx#” token, the phrase table contains
unique entries for phrases for every language pair. During
testing time, to translate from Dutch to Romanian, the in-
put sentence will contain words marked with “ro#” and this
sentence will match phrase pairs that are extracted from the
Dutch-Romanian parallel corpus. Despite the non standard
nature of this approach, it works well in practice. Since our
focus was on NMT models we did not pursue this approach
further, especially because it cannot be used to perform zero
shot translation.

4. Experimental Settings

We worked on training a single NMT model for all the lan-
guage directions in the multilingual task. The languages in-
volved are German, English, Romanian, Italian and Dutch
for which the language codes are de, en ,ro, it and nl” re-
spectively. English, German and Dutch are Germanic lan-
guages whereas Romanian and Italian are Romance lan-
guages. Since they are all European languages and share
cognates and grammatical structure, a multilingual model by
means of parameter sharing can benefit greatly due to the
language similarity.

For our experiments we used the parallel corpora pro-
vided to us by the organizers. For the non zero shot setting
there are 20 parallel corpora for each language direction (5
languages and 4 targets per language leading to 20 pairs).
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For the zero shot setting (where the Italian-Romanian and
German-Dutch corpora were to be excluded) we used only
16 out of the 20 parallel corpora. Kindly refer to the work-
shop overview paper for details on sizes. Apart from the of-
ficial test set for this year’s shared task we also evaluated our
models using the "tst2010” test set that was provided to us
along with the training data. Since the training, development
and test sets are available in xml format we did preprocessing
in the following order:

1. Remove all XML tags so as to leave only raw sen-
tences

2. Tokenize using the tokenizer in Moses>.
3. Learn and apply a truecaser model* which deals with
capitalization.

4. Optional 1: For the PBSMT models learn and apply a
joint BPE model® to reduce data sparsity.

Following these steps we performed the following pre-
processing steps to enable multilingual translations in a black
box setting. For the PBSMT model we prepended every
source language word with the token ”xx#” corresponding
to the target language. For the NMT models we prepended
each source language sentence with the token ”< 2xx >

For training we used Moses® for the PBSMT model and
Tensor2Tensor’s implementation of AIAYN’ for the NMT
model.

For PBSMT the settings are:

e Subword vocabulary size of 32000 before appending
the ”xx#” tokens.

e A joint 7 gram KenLM model® [9] to account
e Default training settings for the phrase tables.
e Default settings for tuning using MIRA via MERT.

For NMT the settings are:

e Subword vocabulary size of 32000 which the subword
tokenizer in the AIAYN implementation generates au-
tomatically.

e Embeddings and layer outputs of sizes 512 and the
feed forward layer with a hidden later size of 2048.

2To generate the submission files we simply undid the preprocessing in
the reverse direction
3https://github.com/moses-smt/mosesdecoder/blob/master/
scripts/tokenizer/tokenizer.perl
“https://github.com/moses-smt/mosesdecoder/blob/master/
scripts/recaser/truecase.perl
Shttps://github.com/rsennrich/subword-nmt
Ohttps://github.com/moses-smt/mosesdecoder
7https://github.com/tensorflow/tensor2tensor/tree/master/tensor2tensor
8https://github.com/kpu/kenlm
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L1/L2 de en it nl ro
de - 26.45 | 17.54 | 19.64 | 16.27
en 23.25 - 30.79 | 28.80 | 24.66
it 19.10 | 34.73 - 22.32 | 20.60
nl 20.27 | 30.49 | 19.86 - 17.65
o 17.94 | 29.58 | 21.89 | 20.24 -

Table 1: The official evaluation results for the multilingual
NMT model task (non zero shot case).

L1/L2 de en it nl ro
de - 27.08 | 17.67 | 20.31 | 16.08
en 23.63 - 30.99 | 30.18 | 24.49
it 19.20 | 35.28 - 22.76 | 20.37
nl 19.68 | 30.63 | 20.74 - 17.74
ro 18.40 | 30.23 | 21.85 | 20.47 -

Table 2: The official evaluation results for the multilingual
NMT model task ( zero shot case). The results for the zero
shot pairs are marked in bold.

e Adam optimizer with a weight decay on the learning
rate that increases for 16000 iterations and then de-
creases.

e Beam of size 4 with an alpha value of 0.6 for decoding
the test sets.

We trained our models for 400000 iterations which is
equivalent to roughly 10 epochs that required only 3-4 days
on 5 GPUs. With 8 GPUs which is the default setting in the
original AIAYN paper we can expect faster convergence. We
did experience a slight amount of overfitting and could have
eliminated it with dropout but will pursue such activities in
the future. We also did not average the model checkpoints
before decoding and instead only took the final model® for
decoding. Decoding for all language pairs was done in par-
allel on multiple GPUs and took roughly an hour for all the
test sets. The automatic evaluation measure we used was
BLEU'? [11] which we compute for the detokenized sen-
tences.

5. Results

First we give the results of the official evaluation for the non
zero shot and zero shot settings in Tables 1 and 2 respectively
followed by the evaluations on the "tst2010” test set which
was provided along with the training data in Table 3.

Since we are not aware of the BLEU scores for the runs
submitted by the other participants we are unable to comment
on how well our results are compared to others. However, we
do have interesting observations regarding our zero shot re-

9Such models overfit on the training data since they have a slightly lower
BLEU on the development set than some of the past checkpoints.

10This is computed by the multi-bleu.pl script, which can be downloaded
from the public implementation of Moses [10].

57

L1/L2 de en it nl ro
de ) 29.63 | 17.57 | 23.51 | 14.49
3498 | 21.37 | 23.69 | 18.96
en 21.70 i 24.04 | 27.25 | 21.38
27.81 29.07 | 30.91 | 26.65
it 15.88 | 28.89 i 18.48 | 19.46
21.37 | 34.58 21.83 | 20.72
ol 21.57 | 34.79 | 18.84 i 15.99
24.45 | 38.86 | 23.02 20.68

o 15.96 | 31.10 | 22.65 | 18.57 )

21.81 | 37.10 | 24.07 | 23.01

Table 3: The results for the ’tst2010” set which we used as a
test set for our local evaluations. Each cell contains 2 scores
the one on the top is for the multilingual PBSMT system and
the one on the bottom is for the multilingual NMT system.

sults. Despite having no parallel corpora between the Italian-
Romanian and German-Dutch language pairs, the zero shot
NMT model performs almost as well for translations between
these pairs. For German-Dutch the non zero shot model gives
a BLEU of 19.64 whereas the zero shot model gives a BLEU
of 20.31 which is a significant improvement. For the reverse
direction though, the non zero shot model gave a BLEU of
20.27 against 19.68 BLEU for the the zero shot model. Al-
though, there is a drop in translation quality it is not large.
For the Italian-Romanian pair (both directions) the differ-
ences between the two settings is insignificant.

Zero Shot NMT between a language pair is known to
give relatively lower BLEU scores as compared to a non
zero shot scenario and thus the outcomes above puzzled us
initially. We decided to inspect the parallel corpora for any
oddities. After some preliminary analysis we discovered that,
although, the corpora are available in their bilingual form
there are about 150,000 N-lingual sentences in the overall
collection. For example, out of approximately 250,000 sen-
tences for Italian-Romanian, 150,000 (60%) sentences con-
tain translations to other languages. This means that even
if the Italian-Romanian parallel corpus is excluded from the
training set, there is an indirect parallel corpus of 150,000
sentences between the two languages. This also means that
this setting is not truly zero shot because of the existence of
the 150,000 multilingual sentences. It would be interesting
to see what would happen in case all the bilingual corpora
are disjoint !,

Apart from this we also see that the zero shot models
performed slightly better than the non zero shot models in a
number of cases and we believe that since the non zero shot
models had to work with a larger number of language pairs,
the training process was no effective enough. It is possible
to argue that using models with more parameters might be a
good idea but we have already mentioned that our models ac-
tually overfit on the training data which means that it is better

n other words, these corpora come from different parts of the TED
corpora with zero overlaps in their content.
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consider approaches where we design better training sched-
ules or work with better models that can incorporate multiple
languages better than the kind of models we are currently us-
ing.

In Table 3 we can see how well the NMT system we
trained is compared to the PBSMT system. In most cases
the difference is over 4 BLEU points. The multilingual PB-
SMT system is simply a hack, as is the NMT system, in the
sense that we only concatenated the corpora. However in the
NMT system multiple languages share a common represen-
tation space which allow them to interact with each other and
elevate the overall translation quality.

Although we do not mention it in the experimental sec-
tion we did experiment with training a multilingual RNN
model using Kyoto NMT'? [12]. The model size was roughly
the same but even after 2 weeks of training we were unable
to obtain peak performance in terms of BLEU. Overall, we
tried training models for about a month after which we gave
up and moved over to AIAYN models and as a result were
able to train high quality models within a matter of 3-4 days.

As we have mentioned our models are slightly overfit-
ted on the training data and we also do not average various
model checkpoints. We believe that the BLEU scores above
can be further increased by a few points but since we were
not aware of advanced techniques like model averaging and
lacked the time and resources for trying out various model
settings we were unable to train the best possible models.
Note that we also do not do ensembling which is something
that the authors of tensor2tensor do not implement and is par-
ticularly unnecessary since model averaging seems to miti-
gate the need for ensembling many models. We believe that
in the future these AIAYN models can be exploited to their
fullest extent and will replace the traditional RNN models.

6. Conclusions

We have described how we trained our zero and non zero
shot multilingual NMT model for the IWSLT Multilingual
MT tasks. We used the simple token based (appending
”< 2xx >7 to the source language sentence where xx is
the target language) approach and observed that it is much
superior to a PBSMT system. We observed that for the given
corpora and settings the zero shot results are as good as the
non zero shot results because of the existence of N-lingual
sentences which constitute 60% of the bilingual corpora. We
also verified that ATAYN models are extremely fast to train
and yield models of high quality in a matter of days instead of
weeks or months which the recurrent NMT models require.
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12https://github.com/fabiencro/knmt
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