
Multilingual Sense Intersection in a Parallel Corpus
with Diverse Language Families

Giulia Bonansinga1, Francis Bond2

1Filologia, Letteratura e Linguistica, Università di Pisa, Italy
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Abstract

Supervised methods for Word Sense Dis-
ambiguation (WSD) benefit from high-
quality sense-annotated resources, which
are lacking for many languages less com-
mon than English. There are, how-
ever, several multilingual parallel corpora
that can be inexpensively annotated with
senses through cross-lingual methods. We
test the effectiveness of such an approach
by attempting to disambiguate English
texts through their translations in Italian,
Romanian and Japanese. Specifically, we
try to find the appropriate word senses for
the English words by comparison with all
the word senses associated to their trans-
lations. The main advantage of this ap-
proach is in that it can be applied to any
parallel corpus, as long as large, high-
quality inter-linked sense inventories exist
for all the languages considered.

1 Introduction

Cross-lingual Word Sense Disambiguation (CL-
WSD) is an approach to Word Sense Disambigua-
tion (WSD) that exploits the similarities and the
differences across languages to disambiguate text
in an automatic fashion. Using existing multilin-
gual parallel corpora for this purpose is a natu-
ral choice, as shown by a long series of works in
the literature; see for instance Brown and Mercer
(1991), Gale et al. (1992), Ide et al. (2002), Ng et
al. (2003), Chan and Ng (2005), and Khapra et al.
(2011) more recently.

As Diab and Resnik (2002) showed, the trans-
lation correspondences in a parallel corpus pro-
vide valuable semantic information that can be ex-
ploited to perform WSD. For instance, Tufiş et al.
(2004) used parallel corpora to validate the inter-
lingual alignments in different WordNets (WNs).

Specifically, they looked at the sense intersection
between the lexical items found in all the recipro-
cal translations of a parallel corpus.

Gliozzo et al. (2005) showed how CL-WSD
can help to sense-annotate a bilingual corpus by
looking at the semantic differences in a language
pair. Bentivogli and Pianta (2005), on the other
hand, focused on how meaning is somehow pre-
served despite those differences, which allows us
to transfer the semantic annotation of a text in a
certain language to its translation in another lan-
guage. The sense projection procedure that they
used is simple yet powerful, but it can only be
applied on corpora in which at least one parallel
text is annotated with senses. Nevertheless, given
the difficulty to come across sense-annotated data,
any way to produce such data is of great benefit
to WSD. The knowledge acquisition bottleneck is
still a challenge to address for most languages.

Given the task of annotating an ambiguous word
in a multilingual parallel corpus, some valuable in-
formation can be derived through the comparison
of the set of senses of each of the word’s trans-
lations. If fewer senses (or one only, in the opti-
mal case) are retained across languages, then the
cross-lingual information has helped reducing (or
solving) the ambiguity.

In previous work (Bond and Bonansinga, 2015)
we employed sense intersection (SI) to annotate
a trilingual parallel corpus in English, Italian and
Romanian built upon SemCor (SC) (Landes et al.,
1998). We summarize the data used and our find-
ings in Section 2.

In Section 3 we continue investigating in the
same strand by introducing a further language,
Japanese, to disambiguate English text. In Sec-
tion 4 we show how an annotation task can ben-
efit from coarser sense distinctions. In Section 5
we examine thoroughly how and how much each
additional language helps the automatic sense dis-
ambiguation process. We conclude in Section 6.



2 Multilingual Sense Intersection

In Bond and Bonansinga (2015) we explored the
cross-lingual approaches pioneered by Gliozzo et
al. (2005) and Bentivogli and Pianta (2005) to an-
notate the SC corpus (Landes et al., 1998) and two
corpora built upon it from its Italian and Romanian
translations. This parallel corpus, though rather
small (see Subsection 2.1), is ideal for the task as it
is sense-annotated in all its translations, thus mak-
ing the evaluation of alternative sense annotation
methods straightforward. We briefly present the
data used back then and introduce the last compo-
nent of the corpus, the Japanese SemCor (Bond et
al., 2012), which is included in the analysis pre-
sented in this paper.

2.1 Data

Developed at Princeton University, SC is a sub-
set of the Brown Corpus of Standard American
English (Kučera and Francis, 1967) enriched with
sense annotations referring to the WN sense inven-
tory (see Section 2.2).

Bentivogli and Pianta (2005) manually trans-
lated 116 SC texts and automatically aligned them
to their English counterparts. Then the sense an-
notations of the English words were automati-
cally transferred following the word alignment,
thus leading to the creation of a sense-annotated
English-Italian corpus, MultiSemCor (MSC).

With the purpose of providing a Romanian ver-
sion of SC, Lupu et al. (2005) developed the Ro-
manian SemCor (RSC) (Lupu et al., 2005; Ion,
2007), which shares 50 texts with MSC. Unfor-
tunately, RSC is not word-aligned to any other
component of the parallel corpus, which is a re-
quirement to perform sense mapping with any
of the mentioned procedures. Nevertheless, as
the sentence alignment is available and as we are
only interested in content words, we attempted a
word alignment based upon the information al-
ready available. First, we aligned all the recipro-
cal translations in the same sentence pair having
identical sense annotation. Then, we aligned the
remaining content words, if any, using heuristics
that exploit PoS information and path similarity in
the WN ontology. Finally, we manually checked
a sample of the alignment found in this fashion
and we observed a precision of 97%; of course,
errors can only be introduced in the second step,
when the heuristics used to align the remaining un-
aligned content words come into play.

Bond et al. (2012) built a Japanese SemCor
(JSC) matching the texts covered in MSC, after
porting the sense annotations to WN 3.0 using the
mappings provided by Daude et al. (2003). The
sense annotation was carried out through sense
projection by exploiting the word alignment, sim-
ilarly to what Bentivogli and Pianta (2005) did for
Italian.

JSC follows the Kyoto Annotation Format
(KAF) (Bosma et al., 2009) and is released under
the same license as SC.1

In Table 1 we remind the basic statistics of each
corpus. For English and Italian we also specify
the number of the target words after the migration
to WordNet 3.0 (WN 3.0). In Table 2 we give a
clearer picture of the alignments available in terms
of the number of aligned sentences for each lan-
guage pair.

Texts Tokens Target
words

After mapping

EN 116 258,499 119,802 118,750
IT 116 268,905 92,420 92,022
RO 82 175,603 48,634 =
JP 116 119,802 150,555 =

Table 1: Statistics for each component of the mul-
tilingual parallel corpus built from SemCor.

2.2 Sense Inventories
When MSC was released, MultiWordNet2

(MWN) (Pianta et al., 2002), a multilingual
WordNet aligned to Princeton WN 1.6, was used.
As described in Bond and Bonansinga (2015),
we ported all senses annotations in MSC to WN
3.0, so to make it possible a comparison between

1Both the Japanese WordNet and the Japanese
SemCor are available at the following address:
http://compling.hss.ntu.edu.sg/wnja/
index.en.html

2http://multiwordnet.fbk.eu/

Language Aligned sentences
EN-IT 12,842
EN-RO 4,974
EN-JP 12,781
IT-RO 4,974
IT-JP 12,781
RO-JP 4,913

Table 2: Number of aligned sentences for each
language pair.



the different components of the parallel corpus.
To this aim, we used automatically inferred
mappings (Daudé et al., 2000; Daudé et al.,
2001). However, the changes occurred between
WN versions 1.6 and 3.0 led to the loss of 4,631
sense annotations (1,204 types, half of which are
adjective satellites).

The Romanian WordNet (RW), created within
the BalkaNet project (Stamou et al., 2002) and
then consistently grown independently (Barbu Mi-
titelu et al., 2014) was aligned to WN 3.0 with pre-
cision of 95% (Tufiş et al., 2013).

The Japanese WN (JWN) (Isahara et al., 2008;
Bond et al., 2009), originally developed by the
National Institute of Information and Communi-
cations Technology (NICT) and firstly released
in 2009, is a large-scale semantic dictionary of
Japanese and is available under the WordNet li-
cense.

Synsets Senses
English 117,659 206,978
Italian 34,728 69,824
Romanian 59,348 85,238
Japanese 57,184 158,069

Table 3: Coverage of the WNs used.

In Table 3 we give basic coverage statistics
for the WNs of our target languages. The Open
Multilingual WordNet (OMW)3 is an open-source
multilingual database that connects all open WNs
linked to the English WN, including Italian (Pianta
et al., 2002) among the 28 languages supported
(Bond and Paik, 2012; Bond and Foster, 2013).
A convenient interface to OMW is provided in the
Python module NLTK4 (Bird et al., 2009).

2.3 Findings

For the sake of completeness, in previous work
we performed sense projection on the Italian and
Romanian corpora using English as pivot, scor-
ing a precision of over 90% in both cases. As
for SI, we report the previous precision and cov-
erage scores obtained through trilingual SI in Ta-
ble 4, along with the Most Frequent Sense (MFS)
baseline, that assigns each word its most frequent
sense. In this step, sense frequency statistics (SFS)
are therefore necessary, but unfortunately there are

3http://compling.hss.ntu.edu.sg/omw/
summx.html

4http://www.nltk.org

very few sense-annotated corpora from which we
can derive such statistics. In the case of SC the is-
sue is even more crucial, because in WN senses
are ranked depending on their frequency in SC.
So, whenever the first sense of a lemma follows
a ranking order, we are using biased statistics.

Generally speaking, the coverage scores were
quite good and higher with the baseline MFS. As
for precision, the gap between SI and the baseline
is smaller, probably due to the bias just mentioned.
On the other hand, in languages other than En-
glish, the contribution of SFS is not as decisive
and SI performs better than the baseline, and par-
ticularly so in the case of Italian.

3 Multilingual Sense Intersection with
languages from different families

The theoretical justification behind Multilingual
Sense Intersection (SI) is in that an ambiguous
word will often be translated in different words in
another language. As a consequence, the knowl-
edge of all the senses associated to its translation
can help detect the sense actually intended in the
original text. More commonly, such a compari-
son will help reduce the ambiguity, but it will not
identify one single, shared sense. On the other
hand, a text whose ambiguity has been progres-
sively reduced through automatic methods can be
completely disambiguated by a human annotator
at a lesser cost. Moreover, the more the languages
available for comparison in the parallel corpus, the
more likely is that SI actually manages to discern
the correct sense in context.

Differently from our previous work, where we
disambiguated all the texts that were aligned with
at least one other language, in the following sec-
tion we show results computed over 49 texts.
Those constitute the subset of the corpus shared
across all four components and for which we have
alignments. As a result, we use an even smaller
corpus through which, nevertheless, we can show
more effectively the contribution of up to three
languages.

Given an ambiguous word, all its translations
provide their ’set of sense’, as retrieved from the
shared sense inventory. Then, intersection is per-
formed over every non-empty set and successes
when the final overlap contains only one sense,
meaning that the target word has been disam-
biguated. Otherwise, the overlap is further inter-
sected with the top most frequent senses available



Method
English Italian Romanian

Precision Coverage Precision Coverage Precision Coverage
MFS (baseline) 0.761 0.998 0.599 0.999 0.531 1

3-way Intersection 0.750 0.778 0.653 0.915 0.590 1
Coarse-grained MFS 0.850 0.998 0.687 0.999 0.794 1
Coarse-grained SI 0.849 0.778 0.761 0.915 0.661 1

Table 4: Comparison of the results scored with SI and MFS baseline.

for the target lemma. We take note whether the
sense selected was the most frequent one. As be-
fore, we resort to sense frequency statistics (SFS)
whenever the target word is not yet disambiguated
after SI. These frequencies were calculated over
all texts in the corpus except the one being anno-
tated.

4 Introducing coarse-grained senses

Sense inventories are a crucial part of this ap-
proach. Not only are a sufficient coverage and the
alignment to the Princeton WN necessary: when it
comes to deciding how to define close, very spe-
cific senses, a trade-off between the detail of the
sense description and its actual usability in real
contexts is highly desirable.

The fine granularity of WN senses can occa-
sionally, depending on the application, be more
of a practical disadvantage than a quality. In this
analysis, for instance, error analysis suggested that
the senses found through SI were often very close,
but it may happen that they are discarded as wrong
outputs just because one language has a WN more
developed and granular than another. We should
also bear in mind that the correct senses against
which we evaluate were picked by trained human
annotators in the first place, and human annotators
tend to describe a word as precisely as possible.

Conscious of this limit, Navigli (2006) devised
an automatic methodology to find a reasonable
sense clustering for the senses in WN 2.1. Sense
clustering can be of great help in tasks where mi-
nor sense distinctions can be ignored, allowing a
coarse-grained evaluation.

They found 29,974 main clusters, some of
which were manually validated by an expert lex-
icographer for the Semeval all-word task.

We mapped the senses in the clusters found to
WN 3.0, losing 101 of them in the process (typi-
cally one-element clusters). When evaluating the
results of SI, we performed a coarse-grained eval-

uation; in particular, whenever the sense found by
SI was not correct, we checked whether it was part
of a sense cluster and whether the correct sense
was in it. If so, we considered the output of the
algorithm correct.

Table 4 displays the difference in performance
when coarse-grained evaluation is employed.

Method
English

Precision Coverage
Coarse-grained MFS 0.851 0.998
Coarse-grained 4-SI 0.854 0.788

Table 5: Coarse-grained evaluation of the results
scored with 4-way SI and MFS baseline, com-
puted over the shared subset (49 texts).

5 Evaluation

In Table 4 we show the improvement in preci-
sion obtained thanks to coarse-grained evaluation
with respect to the results in Bond and Bonansinga
(2015). English and Italian show respectively a
significant improvement of 0.1 and 0.11. In the
case of Romanian, the improvement is not as big,
but still meaningful (0.07). Of course, coarse-
grained evaluation causes the MFS baseline to im-
prove as well. In the case of English - which,
again, is the component most subjected to the bias
introduces by SFS - the difference between MFS
and SI decreases a little, but MFS still performs
better.

The case of Italian is unique, in that SI obtains
better precision scores with both fine and coarse-
grained senses. For Romanian, on the other hand,
SI performs better until coarse-grained evaluation
is employed, and the improvement achieved by
MFS is striking.

In Table 5 we show our latest attempt to dis-
ambiguate English text by using the semantic in-
formation of its aligned translation in a parallel
corpus. The languages that contribute to the dis-



ambiguation process are Italian, Romanian and
Japanese, and all together they manage to beat
MFS, if coarse-grained senses are considered.

6 Conclusions

For future work, it is important to analyze the pro-
gressive improvement that we can achieve by tak-
ing into account semantic information from one
language at the time, so as to verify if it is true that
it is the very diverse languages that contribute the
most to the disambiguation process.

As for the sense inventories, it would be in-
teresting to compare different lexical resources
for Italian, that is MWN and ItalWordNet (ITW)
(Roventini et al., 2002). ITW was born as the Eu-
roWordNet Italian database, but even though com-
patible to a certain extent with EuroWordNet, it
is released in XML format. ITW includes about
47.000 lemmas, 50.000 synsets and 130.000 se-
mantic relations and is currently maintained by
the Institute for Computational Linguistics (ILC)
at the National Research Council (CNR). An up-
dated version is freely available online. 5

Finally, we could easily address, at least for En-
glish, the lack of unbiased sense frequency statis-
tics by computing them over the WordNet Gloss
Corpus, in which glosses are sense-annotated.6

This corpus alone would provide sense frequen-
cies for 157,300 lemma-pos pairs.
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