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Abstract

Le and Fokkens (2015) recently showed
that taxonomy-based approaches are more
reliable than corpus-based approaches in
estimating human similarity ratings. On
the other hand, distributional models pro-
vide much better coverage. The lack of an
established similarity metric for adjectives
in WordNet is a case in point. I present
initial work to establish such a metric, and
propose ways to move forward by looking
at extensions to WordNet. I show that the
shortest path distance between derivation-
ally related forms provides a reliable esti-
mate of adjective similarity. Furthermore,
I find that a hybrid method combining this
measure with vector-based similarity esti-
mations gives us the best of both worlds:
more reliable similarity estimations than
vectors alone, but with the same coverage
as corpus-based methods.

1 Introduction

In this paper I present new WordNet-based (Fell-
baum, 1998) measures to provide reliable esti-
mates of human word similarity ratings. Ever
since Hill et al. (2014) published their SimLex-999
data set, many people have tried to find a way to
determine the similarity of all the word pairs with-
out being affected by the relatedness of the words.
Recently, Le and Fokkens (2015) showed that
taxonomy-based approaches beat vector-based ap-
proaches (Turney et al., 2010) in the estimation of
the SimLex data. This is because corpus-based ap-
proaches are more affected by association, while
taxonomy-based approaches mainly use vertical
relations that are well-suited for determining simi-
larity. However, corpus-based approaches do have
a big advantage in their coverage. Moreover, Le
and Fokkens left adjectives out of consideration,

for lack of a good WordNet-similarity measure.
My aim was to fill this lacuna, and also to find a
way to mitigate the coverage issue. In section 3, I
propose three WordNet-based adjective similarity
measures, and evaluate them on the SimLex-999
data.1 Section 4 provides a more thorough discus-
sion of our results. At the same time, we should
acknowledge that the representation of the adjec-
tives in WordNet could use some attention. Sec-
tion 5 proposes future work, looking at some ex-
tensions to WordNet that might improve our pro-
posed measures. Section 6 concludes.

2 Evaluation

It is important to note that similarity is a relative
measure; we do not learn anything from the fact
that the similarity between adjectives X and Y is
2.4 unless we also know the similarity between
other pairs of adjectives. Only then do we learn
whether X and Y are very similar or not similar at
all. In other words, being able to rank adjective
pairs in terms of their similarity is more important
than having a specific number for each pair. This
is why the Spearman rank correlation is typically
used for evaluation. I follow this standard proce-
dure in our general evaluation.

Le and Fokkens (2015) argue for the use of
multiple different evaluation methods, since they
may lead to different conclusions about the results.
They propose to use ordering accuracy (an evalu-
ation of the relative ordering between all combi-
nations of pairs, following Agirre et al. (2009)),
supplemented with tie correction, i.e. giving a par-
tial score to word pairs having the same similarity
score. This levels the playing field, as taxonomy-
based similarity values are more prone to yield ties
than corpus-based measures (discrete versus real
scores). The intuition behind this proposal is that

1All the code and data is available for replica-
tion at https://github.com/evanmiltenburg/
gwc2016-adjective-similarity

https://github.com/evanmiltenburg/gwc2016-adjective-similarity
https://github.com/evanmiltenburg/gwc2016-adjective-similarity


overall ranking is more important than arbitrary
local differences. Therefore, we should not punish
algorithms as much for getting specific pair order-
ings ‘wrong’ when they are too close to call. In the
discussion (section 4), I will use Le and Fokkens’
comparison by group, where pairs of pairs of ad-
jectives are grouped by the difference in their sim-
ilarity scores in the gold standard. This is useful to
see how well different models perform at varying
levels of granularity.

3 Current possibilities

In this section, I examine distance metrics for ad-
jectives in WordNet. I will first look at two clas-
sical measures, Hso (Hirst and St-Onge, 1998)
and Lesk (Lesk, 1986), and show that they per-
form reasonably well (although not state-of-the-
art). Next, I propose a method based on deriva-
tionally related forms, that are associated with the
adjective lemmas. Though this approach achieves
good results, it does suffer from poor coverage. I
will then look at an alternative approach using at-
tributes, but conclude that it is not feasible to in-
corporate them in our distance metric. Finally, to
remedy the coverage issue, I propose a hybrid ap-
proach using both WordNet and distributional vec-
tors.

3.1 Classical measures

Two classical similarity measures are given by the
Lesk and the Hso methods. The former uses word
overlap between glosses as a similarity measure,
while the latter uses path distance (with some re-
strictions on the path). Both are implemented in
Perl by Pedersen et al. (2004). Banjade et al.
(2015) evaluate these measures on the adjectives
in SimLex-999 taking only the first sense in Word-
Net into account, achieving a Spearman correla-
tion (ρ) of 0.42 for the Lesk measure, and ρ =
0.236 for Hso.

Following Resnik (1995), I evaluated these
measures using all senses for each word form,
and taking the highest similarity. Intuitively, this
comes closer to what Hill et al.’s participants
did during the judgment task: they were already
primed to look for similarities, so they were likely
to be biased towards selecting the most similar
senses. This idea is reinforced by the Lesk results:
now this method (taking the maximal Lesk sim-
ilarity between all synsets) yields a stronger cor-
relation of ρ = 0.51. The correlation of the Hso

scores with SimLex almost doubled: ρ = 0.45.

3.2 Using derivationally related forms

For all adjectives that have derivationally related
forms in WordNet, one can use the distance be-
tween those related forms as a measure of adjec-
tive similarity. This roughly equates to saying that
similarity between adjectives is a function of the
properties they describe. I again used the 111 ad-
jective pairs in SimLex-999 to evaluate the perfor-
mance of this measure. To perform the evaluation,
I selected all pairs of adjectives for which Word-
Net 3.0 specifies derivationally related nouns (for
at least the first sense of the adjective). This re-
sulted in 88 (out of 111) pairs, consisting of 89
(out of 107) different adjectives. Our distance
measure is defined as follows:

1. For both adjectives A and B, get a list of all
synsets corresponding to A and B.

2. Then, generate two new lists of derivationally
related nouns: DRNA, DRNB .

3. The distance between A and B is given by
min({distance(x, y) : 〈x, y〉 ∈ DRNA × DRNB}),
where distance is the shortest-path distance.2

I predicted that there would be a (negative) cor-
relation between the distance between A and B
and the similarity between A and B (i.e. items that
are further apart in WordNet should be less sim-
ilar). This expectation is corroborated by the re-
sults: our similarity measure has a Spearman cor-
relation (ρ) of −0.64 with the SimLex data, which
is near human performance (overall human agree-
ment ρ = 0.67). To compare this result, I used the
best performing predict-vector from (Baroni et al.,
2014)3 to generate cosine similarities for the same
pairs of adjectives, achieving ρ = −0.59.

3.3 Using attributes: negative results

A problem with using derivationally related forms
is that only 41% of all adjective synsets have
derivationally related nouns. For better coverage,
can we apply a similar technique to measure simi-
larity through each adjective’s attributes? The an-
swer seems to be negative. I took two types of

2I did not experiment with alternative measures, as per-
formance is not the main goal of this paper.

3This model was trained using word2vec (Mikolov
et al., 2013) on the UkWac corpus, the British Na-
tional Corpus, and the English Wikipedia. It is available
here: http://clic.cimec.unitn.it/composes/
semantic-vectors.html.

http://clic.cimec.unitn.it/composes/semantic-vectors.html
http://clic.cimec.unitn.it/composes/semantic-vectors.html
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Figure 1: Nouns in WordNet that are, or could po-
tentially be linked to adjectives in WordNet 3.0.

approaches, but neither produced any significant
correlation with the SimLex data:

1. Take the shortest path distance between all at-
tributes of the first/all senses of A and B.

2. Use the (relative) size of the overlap between
the sets of attributes of A and B.

It is unclear why we get such a different re-
sult using attributes instead of derivationally re-
lated forms, but it probably has to do with the cur-
rent status of WordNet attributes. A closer look
at the adjectives in WordNet 3.0 teaches us that
there are only 620 adjectives that even have at-
tributes, and on average each adjective has 1.03
attributes. Furthermore, only a fraction of nouns
that are labeled as noun.attribute is actually
used as an attribute. Figure 1 provides an illus-
tration of the current situation. In sum: it might
be too soon to write off an attribute-based similar-
ity measure, but getting such a measure to work
requires a serious effort to link adjectives to all
their possible attributes. Fortunately, there is al-
ready some work in this direction: Bakhshandeh
and Allen (2015) describe a method to automati-
cally learn from WordNet glosses which attributes
an adjective can describe.

3.4 Going hybrid: WordNet plus vectors
What we can do, is make use of WordNet as much
as possible, and only rely on vectors or other tech-
niques if WordNet fails to provide a measure.4 I
used the following general algorithm, substituting
Baroni et al’s vectors for X:

4Banjade et al. (2015) also use a hybrid system to estimate
similarity scores, but they use many different measures and
combine them using a regression model.

1. Generate similarity values for all the pairs us-
ing WordNet, and other approach X, so that
we have two lists of similarity values: LW

and LX .

2. Sort both lists, so that we get a ranking for
all pairs. In LW , there will typically be many
pairs with the same rank (i.e. ties).

3. Create a new output list LO; initially a copy
of LW . Use the values from LX as a tie-
breaker, so that all pairs in LO have a unique
rank.

4. Iterate over all the pairs p in LX that do not
occur in LW . The first pair is a special case:
if p is the first item of LX , put it at the start
of LO. Otherwise, treat it like the other pairs:
get the pair immediately preceding p in LX

and look up its position in LO. Insert p im-
mediately after that position in LO.

The result (LO) is a sorted list that maintains
the structure of LW , but that also contains all the
pairs under consideration. For the SimLex data
set, the hybrid approach achieves a correlation of
ρ = −0.62, compared to ρ = −0.58 for Baroni et
al.’s vectors alone.

4 Discussion

From the Spearman correlations alone, it seems
that we gain precision by involving derivationally
related forms (DRF) in the estimation of similarity
values. This picture changes when we look at or-
dering accuracy. I found that the DRF-based and
vector-based approaches achieve comparable re-
sults. For the subset of 88 pairs where both adjec-
tives have DRFs, I found a slight advantage for the
vector-based method compared to the DRF-based
method: 70% versus 71%. For the full dataset, this
is exactly reversed, with a precision of 71% for
the hybrid method and 70% for the vector-based
method. That is not to say that both measures en-
code the same information; indeed we find inter-
esting differences when we compare the pairs on a
group-by-group basis.

Table 1 shows the ordering accuracy by group.
When differences (in similarity scores) between
two word pairs are small, the vector-based ap-
proach seems to have the upper hand in determin-
ing which is more similar. On the other hand,
when differences between pairs are larger it seems
that the hybrid approach is better at determining
which pair is more similar. As the table shows,



∆ WordNet Vectors Hybrid Vectors

0 52 54 53 54
1 57 68 63 64
2 65 73 66 73
3 89 69 82 74
4 92 91 91 89

Subset Full dataset

Table 1: Ordering accuracy scores by group, for
the 88-pair subset from section 3.2 and the full
dataset from section 3.4. The ∆-column indicates
levels of granularity in the differences between
pairs being compared. It runs from 0 (pairs with
comparable similarity scores) to 5 (pairs with large
differences in their similarity scores).

both effects are more pronounced in the 88-pair
subset. Note especially the marked 20 percentage
point difference with ∆ = 3.

Issues with tie-correction

The fact that with ∆ ∈ {0, 1, 2} we find that
vector-based approaches have a better ordering ac-
curacy is interesting, but may also be an artifact of
the tie-correction. Consider the way tie correction
works: whenever a model predicts a tie, a score
of 0.5 is awarded. In groups where the differences
are small, the likelihood of a tie using the DRF-
based method increases, and so the average score
is drawn towards 50%. This is not what we want,
as it actively biases the evaluation against coarse-
grained measures in first group(s).

When we make the score linearly dependent on
the difference between the pairs in SimLex-999
(punish the model for predicting a tie when there
is actually a big difference, and reward the model
for predicting a tie when there is little-to-no dif-
ference at all), the DRF-based method with the
88-pair subset gets an increased overall score of
74% whereas the vector-based method achieves
the same score as before (71%).5 More work is
needed to determine whether this is a good way
to do tie-correction, and whether it is at all pos-
sible to reliably compare fine-grained similarity
measures with course-grained ones. But if we just

5The updated scoring function returns the result of the fol-
lowing function if a tie is predicted (with P as the set of all
pairs in the gold standard):

scoretie(p1, p2) = 1− abs(p1−p2)
max({abs(pi−pj):〈pi,pj〉∈P×P})

ignore any ties between pairs in either the gold
standard or in both of the similarity measures, then
we are left with 3299 pairs where the DRF-based
method has an accuracy of 74%, versus 73% for
the vector-based approach.

5 Future work: extensions to WordNet

There are several projects that add new informa-
tion to the adjective synsets, which can be used to
increase coverage. Below I discuss potential uses
and the current limitations of this information.

Adjective hierarchy GermaNet (Hamp and Feld-
weg, 1997) contains a hierarchy for adjectives,
structured using hyponymy relations. This means
that it is possible to use any of the available
WordNet distance metrics directly on the adjective
synsets. Unfortunately, the mapping between Ger-
maNet and Princeton WordNet is still incomplete,
and there is no dataset similar to SimLex for Ger-
man to test this idea.
Add new cross-POS relations In this paper we
have used the two types of cross-POS links that
are available in WordNet: attributes and deriva-
tionally related forms. Other projects have a
more diverse set of relations between adjectives
and nouns. EuroWordNet (Vossen, 1998) has
the xpos near synonym, xpos has hyperonym and
xpos has hyponym-relations that can be used as
access points to the noun hierarchy. WordNet.PT
(Mendes, 2006) has similar relations. These seem
like a good addition to the ‘derivationally related
to’-link that we have been using, as they encode
very similar information without the requirement
of the two words morphologically resembling each
other. Adding these relations would give us a
much better coverage, while hopefully still provid-
ing a good score, but this remains to be tested.
Add domain information a more general
approach is WordNet-domains (Magnini and
Cavaglia, 2000), where each synset is associated
with a particular domain. Examples of domains
are: ECONOMY, SPORT, MEDICINE, and so on.
Like the property-of relation, domain information
does not seem to be helpful in the actual ranking
procedure, but the knowledge whether two adjec-
tives are associated with the same domain may
serve as a useful bias.

6 Conclusion

We have seen several different WordNet-based
measures of adjective similarity: the classical



Lesk and Hso measures, and two new measures
based on specific cross-POS links and the shortest-
path distance between the nouns they are related
to. It turns out that the derivationally related
forms-link can be used to get state-of-the-art re-
sults on the SimLex-999 dataset. If coverage is an
issue, then the hybrid method from section 3.4 is a
better option than using vectors alone (though not
by a large margin). We also noted that, on closer
inspection, these measures do not seem to capture
the same information. Therefore, future research
should look at new ways to combine distributional
and taxonomy-based measures.

Another way to improve similarity estimations
would be to extend WordNet with new informa-
tion. For example, the attributes-relation currently
seems unusable for any similarity-related work,
but may still be useful if more attribute links are
added to WordNet. And looking at the literature,
there is a lot of promising work being done with
other WordNets, leaving us with many interesting
avenues to explore the relation between WordNet
and lexical similarity.
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