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Abstract

QT21 (seehttp://www.qt2l.e/ is an EU-funded project with several goals relate machine
translation. This paper relates to the QT21 goal'iofproved evaluation ... informed by human
translators”, using a framework that harmonizes M@Wultidimensional Quality Metrics) and DQF
(Dynamic Quality Framework). The purpose of the grapvhich expresses my personal views, is to
obtain feedback on three claims | am making abrurstation quality evaluation of both human and
machine translation: (1) Both automatic, holistderence-based metrics (such as BLEU) and analytic
manual metrics of translation quality are need&); qne metric is not sufficient for all translation
specifications; and (3) widespread use of spetifina and the harmonized MQM/DQF framework for
developing metrics will have a positive impact beyahe QT21 project. If these three claims turntout
be true, we will see a new era in the relationgtgpween translators and computers.

1 Introduction

One goal of the QT21 project hip://www.gt2l.ely is to work toward
“improved evaluation and continuous learning fromstakes, guided by a systematic analysis
of quality barriers, informed by human translator§his effort will involve including
professional translators, language service compamied other stakeholders directly in the
process of evaluating the quality of raw machimestation (MT) output, using an analytic
approach to complement the curresmitomatic holistic, reference-based approach. An
analytic approach provides detailed information about erias far down as the word level
and does not require a reference translation tlsitanual; that is, it must be performed by a
skilled human, rather than being automatic. Botprepachesanalytic and automatic for
short, will be used in QT21.

Over the past decade, research on statistical MS[ foa various reasons, progressed
somewhat independently from the practice of indialdprofessional translators. However,
the QT21 project goals indicate a belief that tleeds to change. Human translations are used
as reference documents in the automatic approach,the translator who produced a
reference translation will usually never see thépouof a machine translation system.
Instead, in the analytic approach, professionalsiedors directly evaluate the raw output of
machine-translation systems, using tools that alkpecific errors to be identified and
annotated by human evaluators. The results offthisan evaluation can then hopefully be
used by developers to determine what went wronghamdto improve the system.

Lest translators worry that they will be workingethselves out of a job by helping
researchers improve machine translation, | poirtt that for the foreseeable future, raw
machine translation will be used "as is" in onlyrywdéimited situations. See Figure 1 for
various use cases along a spectrum of interacgéomden human and machine translation.

In the 1950s, some in the MT research communityesged optimism about the potential
for rule-based MT to replace professional transtatdhen, the first decade of the current
century, some suggested that data-driven machemslation systems would eventually
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Interaction between human translation and machine translation (MT) in translation activites
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Figure 1. Use cases along the spectrum of interatitween human translators and machine translator

produce output as good as or better than humaslateon (seéttp://www.ttt.org/amtg/ but
the QT21 project does not take this position.

MT is often used for tasks where professional hurmranslation is impractical for one
reason or another (e.g., instant, on-demand tramslaf low-value content, or translation
where access to human translators is not feasibleiser-generated content where time-
frames do not permit professional translation). Witeis clear to all parties where MT is
useful and where it is not, the immense value fratessional translators provide can be
better seen. Research and development in MT wilehdly enable professional translators to
concentrate even more on the most challengingendrding types of translation.

In Figure 1, human translation plays some rolelliuse cases, and MT is involved in all
but the“Classic” Human Translationuse case. In theIT as an Optional Resouraese case,
translators use technology, but remain in competdrol of which resources—such as a mix
of terminology lookup, translation memory, and MTre-aised in translating each particular
segment of text. This point on the spectrum includeent renewed interest in interactive MT
(Green 2015). It is clear that translators will reesingly find themselves working in
environments where MT is available to them on astesome segments. Hopefully, various
interactions between MT and human translators iwdtease productivity, as has translation
memory.

Varying types of professionals are involved witlcteaf the five categories listed above:

* In statistical MT development, most of the woskdone by software engineers,
mathematicians, and computational linguists whoasspora of human translations
as training data for their systems (therefore imvigg human translation as the basis
for raw MT);

» Fortriage, the evaluation of MT output is typically done monolingual subject-
matter experts who decide which documents to sehdrnan translators;

» Classic post-editingwhere errors in raw machine translation are cbea from
beginning to end) may be done by professional aéms, but is often done by
others, depending on the requirements (e.g., irequost-editing scenarios, minimal
corrections are made by individuals trained spedllfy in post-editing, but who do
not otherwise provide translation services); andlfy,

» For the two rightmost use cas®&] as an optional resourcand“classic” human
translation (where MT is not involved), services are providedprofessional (or
paraprofessional) translators.



With increased interaction between human transiagiod machine translation, comes the
need for methods of translation quality evaluativet apply to both. To complement existing
automatic approaches, which are used only to etamlmachine translation, QT21 provides a
framework (called MQM/DQF) within which metrics cde defined that can be used for
analytic evaluation of either human or machinedtation.

As used in this paper, a metric is a quantifiableasure. If what is being measured is
changed, even slightly, a different metric is beusgd. Not all aspects of translation quality
can be quantified, so metrics deal with those asphat can be quantified.

| strongly believe that professional translatordl wenefit from QT21 because they will
become better equipped to examine translation reqauants, develop translation
specifications, and provide a verifiable evaluat@hwhen and how machine translation
should be involved in a project, along the spectiarrigure 1. This could help usher in a
new era of collaboration rather than competitiotwleen professional translators and machine
translation. There will be plenty of work for pref@onal human translators.

One purpose of this paper is to obtain feedbaak fstakeholders in the language industry
on the following claims | am making, regarding thmeplications of the QT21 goal of
achieving improved evaluation of translation quaiitformed by human translators:

(1) Both automatic, holistic reference-based metricst{sas BLEU) and analytic manual
metrics of translation quality are needed;

(2) One metric is not sufficient for all translationesffications (e.g., full vs. summary
translation, overt vs. covert translation, and efifig requirements for style and
speed); and

(3) Widespread use of specifications and the harmonM€M/DQF framework for
developing metrics (seéttp://www.qt21.eu/quality-metrics/will have a positive
impact beyond the QT21 project.

The rest of this paper expands on various pointsigintroduction.

2 Overall Focus of the QT21 Project and this Paper

A glance at the QT21 website (http://www.qt21.esiipws that the overall focus of the
project is to develop machine-translation systeans‘morphologically complex languages”
with “free and diverse word order”. As can be s&@m the Introduction, this paper is not
about technigues being used within QT21 to deveWbp systems for these types of
languages. There will be many papers publishedh@topic over the next several years.
Instead, this paper is about the stated QT21 gbalmproved evaluation and continuous
learning from mistakes, guided by a systematicyamalof quality barriers, and informed by
human translators”. There are other approachesaluaion, such as task-based evaluation,
that are beyond the scope of this paper.

3  Why lIsn't There More Interaction between MT Developers and Professional
Translators?

Twenty years ago, both statistical and rule-baggulaaches to MT were under consideration.
As always in translation, both human and machineret was discussion of how to evaluate

! These types are sometimes addressed under the ofiicontent correspondence”. For example, istdrget
intended to be &ill translation or asummary translatiod Should it be amvert translation(i.e., it does not
conceal that it is a translation) orcavert translation(i.e., it appears as though it were written in taeget
language with no obvious traces of the source tbatal it to be a translation) or alaptation(a text that
moves beyond “pure” translation to include subséhradaptations for the target audience)? Sinceslators
generally assume covert, full translation, it igical that other types be explicitly noted.
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translation quality. In White et al. (1994), we samp early explanation of the terms
“adequacy” and “fluency”, which are sometimes respely equated with “accuracy” and
“readability”. However, accuracy involves a diretmparison of the source text and target
text, to see whether they correspond; adequacyhemwther hand, is an indirect measure of
accuracy, based whether information in a referdraslation is found in the raw machine
translation by a monolingual evaluator.

Here is how White et al. describe these key terms:

In an adequacy evaluation, literate, monolingualglsh speakers make
judgments determining the degree to which the méiron in a professional
translation can be found in an MT (or control) autpf the same text. The
information units are “fragments”, usually less ntha sentence in length,
delimited by syntactic constituent[s] and contagnisufficient information to
permit the location of the same information in th&T output. These
fragmentations are intended to avoid biasing resuit favour of linguistic
compositional approaches (which may do relativeditdy on longer, clause level
strings) or statistical approaches (which may dtiebeon shorter strings not
associated with syntactic constituency).

In a fluency measure, the same evaluators are agkedktermine, on a
sentence-by-sentence basis, whether the translagads like good English
(without reference to the “correct” translation,dathus without knowing the
accuracy of the content). Their task is to deteemitnether each sentence is well-
formed and fluent in context.

This approach was adopted, in part, because iwatlaesearchers to use readily available
human resources for a task that was seen as nesssdy requiring the expertise of
professional translators. About ten years latetpraatic techniques for comparing reference
translations and raw MT output, such as BLEU, begaappear (Papineni et al., 2002), which
offered many apparent advantages over manual agesa

During the past decadeeference-based metricgich as BLEU have been at the centre of
evaluating the quality of MT output. In these agmtoes, one or more (seldom more than two
or three) human translations of a source text btaimed. The raw output of the MT system is
automatically compared with these reference tréinsig), and a score is obtained, typically
between 0.0 and 1.0 (or 0 and 100), where clogernmwould indicate no overlap whatsoever
between the MT output and the reference transl@)pmand a score close to one (or 100)
would indicate a nearly perfect match. The scoreoisstic in that it describes a property of
the output text as a whole.

Human evaluation has also been used throughoytatstedecade to complement automatic
evaluation, but it has been primarily holistic, xample using ranking (which segment or
text is better?) rather than analytic error analyMy first claim is that QT21 is correct to
expand human evaluation to include an analytic @gogr using MQM/DQF.

The human translators who produce the referenosl&ions typically do not see the raw
machine-translation output, and the machine-traéiosladeveloper who obtains the BLEU
score may not speak either the source or the tégguiage of the system being evaluated.
The evaluation is purely mechanical. Furthermdne, BLEU score, being just one number,
does not tell the developer what to do to imprdneedystem. Often, developers tinker with the
system, run it again on the same source text, atalrma new BLEU score without looking
carefully at the output. If the score goes ups iassumed that the change to the system was a
good one.



The MT development community widely acknowledges timitations of BLEU and
similar approaches; yet the field continues to thheen because no cost-effective alternatives
have yet appeared for scenarios where developedgyrsystems and need to see how their
modifications affect the output. It would be impieal to run a change and then need to wait
for days or weeks for evaluation of the changesdriicular, as Callison-Burch et al. (2006)
document, one of the promises was that BLEU wouwldespond to human judgment (and
thus serve as a useful proxy for more labor-intensevaluations); yet the degree of
correlation has proved to be less robust than teh hoped, with cases in which human
judgment and BLEU contradict each other.

A perusal of papers presented at recent instarfdée ®Workshop for Machine Translation
(WMT) shows that BLEU is widely used as a proxy fguality”, along with human ranking
of segments. However, additional methods of evalnabesides automatic comparison with
reference translations and human ranking of outgn,starting to gain traction. At LREC
2014 in Reykjavik, a workshop was held that exmlosdternative methods of assessing
translation quality; it included hands-on experitagion with analytic error-annotation
methods (Miller et al., 2014). In both 2014 and 200/MT hosted a shared task on quality
evaluation that used data annotated for errorsgudie MQM framework (discussed in
Section 6) as references for training systems &alipt specific error typeSAlthough the
results of these shared tasks were not conclusivgsiderable work is being carried out in
this area.

It must be pointed out that the automatic apprdaas the distinct advantage of being
practically instant and completely reliable. If aBBJ metric is re-applied, it produces exactly
the same result. However, manual analytic evaloati@cause it involves humans making
judgments, is not perfectly reliable. Different hamjudges may come up with different
results applying the same metric. This problemnisoentered in quality management across
all industries but it can be addressed. Achievingaaceptable level of reliability in the
analytic approach involves fine-tuning of the traghmaterials and testing the evaluators.

An interesting question for further study is whakdfications have been given to the
human translators who produce reference transktion

In last year's ASLING keynote address (Proszekyl430it was noted that neither the
purely statistical approach of recent systems herhybrid approaches currently being tried
have produced raw-machine translation at hopedefais of quality. So what comes next? |
suggest that one thing that comes next is workhen@T21 goal of “improved evaluation ...
informed by human translators”, despite the ditfies of achieving high levels of reliability
in manual analytic evaluation, and further emphasisranslation specifications.

4 Large-Scale Involvement of Human Translators in An@ytic Quality Evaluation

Previous MT research efforts have involved transtatoften productively, but on a relatively
small scale. The QT21 project appears to be ingrgathe scale and nature of this
involvement. In the QT21 proposal submitted toEhg we find the following observations:

[M]ainstream MT quality assessment methods basedutomatic metrics are
incompatible with the methods used for professiomainan translation, and
typically do not reflect the needs of actual us#rganslation.

2 See http://www.statmt.org/wmt14/quality-estimattask.html and http://www.statmt.org/wmt15/quality-
estimation-task.html .



[In addition to] its utility for diagnostic purposgputting humans in the loop also
marks a significant change in the current MT depelent/maintenance
paradigm.

[E]xplicit error annotations could be used to pimpespecific issues that happen
systematically. Such information, disregarded byepuata-driven methods,
would help to develop advanced diagnostic toolsyel as to trigger and drive
focused (error-specific) improvement techniquesddferent aspects of the MT
process.

In evaluating professional translation, except mnealucational or testing environment, a
reference translation is not available. Insteaahdlation is evaluated in various ways, most
frequently by the identification of “errors”. By dfuding analytic evaluation techniques that
involve manual identification of specific issues @ translation (rather thamolistic
approaches, either automatic or manual, that etelaatranslation as a whole), often
analyzing right down to words or phrases, withouteference translation (rather than
automatic estimation), the same techniques canppded to both human and machine
translation. This analytic approach has generatiybeen undertaken in the past because of
concerns about cost and time, but work in the Qncahkad project
(http://Iwww.qt21.eu/launchpad/) showed that manaaklytic analysis, when properly
focused, is sufficiently promising to merit furthexploration in the QT21 project.

However, work on analytic evaluation raises thestjoa of which error typology to use.
While various proposals have been made for erqpologies (e.g., Flanagan, 1994) and even
tools developed to assist with error annotatiog.(éiel3en, 2000), none of these has gained
traction or widespread adoption. As a result, nesstr-annotation efforts to date have used
ad hoc typologies that prevent the direct comparigbresults and have remained largely
isolated efforts. The use of post-editing analygig., in Hjerson, a system for automatic
classification of MT errors based on reference dia@ions (Popovi, 2011)) is beyond the
scope of this paper.

QT21 includes a plan to extend analytic error aatian to thousands of segments in many
languages, and to correlate the results with ajhatity-evaluation methods. Exactly how the
results of analytic evaluation will be used to ioyg a particular MT system is beyond the
scope of this paper.

5 Why One Translation-Quality Metric is Not Sufficient

Assuming that a given translation quality metria ¢& applied to both human and machine
translation, there is still the question of whetmeetrics vary according to the type of
translation that is required. Initially, it mightkempting to look for one translation-quality
metric that can be applied to all translation prtge At a very general level, there is one
metric: a translation should be accurate and fluEnat is, it should correspond to the source
text, according to the type of translation requéstnd it should read well in the target
language, independent of whether it is a transiatio an original composition. However,
simply expecting “accuracy and fluency” is not affisient guideline to evaluate all
translations in a useful manner, irrespective efparpose and the intended audience of the
translation.

One thing that nearly everyone in the translatimustry agrees on is the importance of
translationproject specificationgsometimes called project brie) that include full details
about expectations, including audience and purptseyet language, expectations for
terminology, and many other aspects. Suppose teeifg@tions call for only a short



summary translation of less than three hundred sydydt the translator produces a beautiful
full translation three thousand words long (abdwg same length as the source text). That
translation will receive a negative evaluation.2g@s the most obvious specification is the
target language. If someone requests a translatioriSL” (Slovenian), but it is delivered in
Slovakian (“SK”) because a project manager mispraed the language codes, it will be
rejected. Likewise, a highly accurate and flueahstation of a technical-support item that is
delivered a week after it is needed to solve alpralwill not be given better ratings than a
less fluent, but useable, translation that is @eéd in time to be useful in solving a time-
critical problem. Not meeting the agreed-on speatfons is problematical. Thus, it is also
important to define the specifications carefullym&tric tied to inappropriate specifications is
useless.

A translation-quality metric must be linked to & skappropriate translation specifications
to be valid. Since there are many widely differsggs of translation specifications, there must
also be many translation-quality metrics. Metridéed in many ways:

» Which error-category hierarchghey draw on;

 What is checkede.g., a piece of external marketing material migatchecked
carefully for style, which an internal service mahwould generally not be);

* How errors are weighte(the relative importance given to kinds of errprs)

* How granular(detailed)the categorizatiorand annotation of issues are; and, very
importantly,

* What is considered to be an err(@.g., a deviation from the source text might be
considered an error in an overt translation, butappropriate adjustment to the
target culture in a covert translation).

Thus, metrics must be applied according to the iBpattons they are based on. For
example, a quick “acceptance test” metric of a preg report might ask evaluators to provide
a simple rating for accuracy, fluency, and styletfe entire text, while a final-review metric
of the translation of a legal document might reguietailed annotation of every single error.

6 Specifications and Metrics in QT21

Rather than developing an ad hoc system for deiwgjofranslation specifications, the
Multidimensional Quality Metrics (MQM) format foruglity metrics developed in the QT
LaunchPad project uses an existing internatioraaddstrd, ASTM F2575. Section 8 of F2575
(2014) explains how to develop structured transfasipecifications using a standard set of 21
translation parameters, which include the obvioagmmeters of target language, delivery
deadline, andcontent correspondende but also many other parameters established
empirically through collaborative standards deveiept involving many stakeholders. The
QT LaunchPad project had some influence on the 28ision of F2575.

Once a set of structured translation specificatisrestablished, a comprehensive hierarchy
of error categories is needed. Over the past seyeaas, two such hierarchies have evolved
in parallel: the Dynamic Quality Framework (DQFprin TAUS (www.taus.net), and the
MQM framework. (See Lommel et al., 2014 and Lomumiedl., 2015). As part of the QT21
project, these two hierarchies have recently beemanized, with DQF as a fully compliant
MQM subset that is recommended for use in machraastation, general professional
translation, and localization scenarios. Alreadfiaus tools are emerging that are based on
the harmonized MQM-DQF hierarchy of error categarsome free and open-source, some
fee-based.

% Content correspondence (full/lsummary, overt/co\ect) addresses the relationship of the sourdeaget
texts.



One metric is insufficient for all specificatiortsyt all metrics can now use the same error
categories, with standard names and definitions.n@ted above, however, the application of
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Figure 2. Graphical representation of the MQM neatised in QT21 for evaluation of MT output

an error category is relative to the specificatjoims particular with respect to “content

correspondence”.)
Figure 2 shows a graphical representation of theeigypes in one such MQM metric,

adapted specifically for working with MT output.

Figure 3 shows an implementation of this partical@tric in a “scorecard” tool, developed
in the QTLaunchPad project, which allows for taggissues at the segment level.
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Figure 3. Implementation of a metric in a free apén source “scorecard”



Figure 4 shows a much simpler selection of issoegpatible with the DQF subset. This is
thus a different metric from that in Figure 2. Thedection of issue types might be suitable for
the evaluation of Word documents that have beeressed using translation memory (it
allows “improper exact matches” from TM to be flagy, and address&esign(formatting)
at a broad level, with special attention to caskere text is truncated due to text expansion.

Design Truncation/text expansion

Addition

Grammar

Improper exact TM match Grammiatical register

Accuracy Fluency

Subset of
MQM/DQF

Mistranslation Punctuation

Omission Spelling

. Inconsistent with termbase
Terminology

Inconsistent use of terminology
Figure 4. Possible metric from a subset of MQM/D@F evaluating human translation)

Accuracy Fluency

Subset of

MQM/DQF Terminology

Figure 5. Selection of issues for a very simplerinet

Figure 5 shows a very simple metric (also compatibith DQF) that might be sufficient
for a “quick and dirty” assessment of human traimmtewhere only general types of errors are
needed (i.e., if the source and target convey miffemeanings, theAccuracyis used,; if the
text is linguistically malformed, theRluencyis used:Terminologyis used to mark incorrect
terms; andStyleis used to mark violations of the style guide.).

As can be seen from these examples, the approadtess in quality evaluation in MQM
are flexible for specific needs, but they are cstesit in treating human translation and MT
using the same methods.

7 Why it is Beneficial for Professional Translators b do Analytic Evaluation

Section 5 indicates why the QT21 project claimg tin@ machine-translation community
needs the involvement of professional translatoesnely, to provide actionable diagnostics
regarding specific problems in raw machine tramshatrather than to depend on only a single
“quality” number from an automatic metric such akEB), or even a manual holistic
evaluation.

The Introduction also touched on why this is bemafito all parties involved in the
language industry: they will be able to provideifi@bble evaluation of when to use raw
machine translation, when to use classic humarslation, and when to use some mix of the
two. Professional translators should now there@mbdrace MT. It will not replace them, but
it can provide high-level consulting work to traasirs.

| believe that, so far, MT has tended to increaseaimount of interesting work available to
professional translators and other language priofiesis. | cannot prove it, but it would be
interesting to launch a study on this questiorudgest that professional translators seek to
better understand MT (including its strengths a@ndtations, and how to evaluate it relative
to requirements) in order to profit from it. Thelg@need to be able to counter scenarios in
which upper management might suggest to translatepartment managers that they could
reduce costs by simply replacing human translataisraw machine translation.



If faced with the question of whether a particukt should be translated by professional
translators, MT, or some combination of the twoiekigure 1), the real question is, what are
the specifications for the translatiochRoes an appropriate MT engine already exist? Does
the engine deliver translations that meet the $ipations? If not, can an appropriate engine
be created, within time and budget constraintd, tieets the expectations? How can the raw
output of the MT system be used on the spectrurkigure 1? These and other similar
guestions are the beginning of those that nee tasked to determine what role, if any, MT
will play in specific scenarios. Only when profes®l translators can discuss specifications
and actual results with respect to specificatioas they make a convincing case for their
work.

Machine translation and professional translatioa aot interchangeable. Professional
translators should never be expected to produsehes their best effort. Machine translation
should not be expected to produce professionaldefeaccuracy and fluency.

Instead of telling buyers of translation servicémttthey need professional human
translation because it is simply “better”, transtatand organizations that provide translation
services should engage in a process of identifyaggirements, developing specifications
based on those requirements, selecting an appt®granslation environment and method,
and then evaluating whether a translation meetsdt@irements or not, based on a suitable
metric (presumably using the MQM/DQF framework) aradned evaluators who can apply
the metric reliably.

8 Conclusion

| have endeavored to support the QT21 plan to adduad, analytic metrics to current
evaluation methods. It is not yet clear how the Q§dal of using improved evaluation to
guide the improvement of MT output will evolve. Hever, it is clear that there is an urgent
need for professional translators on the one handl translation buyers on the other, to enter
into dialogue and cooperation regarding MT, rattiem ignoring it or, worse, taking an
antagonistic attitude towards it. Antagonism camiemtionally encourage the confusion and
damage caused by buyers who sometimes purchasérévethtions’™

| believe there will be a very positive consequeoc®T21, as indicated in the third claim.
What is the positive impact of QT21 of this clairorfi the Introduction? | believe that a key
to constructive dialogue is the use of translaspacifications based on ASTM F2575-14, as
discussed throughout this paper, especially ini@e@&, in conjunction with the MQM/DQF
framework for defining translation quality metrids2575-based specifications, paired with
the MQM/DQF framework in QT21, will provide valuabtools to professional translators
when they engage with translation buyers to dedidsed on specifications, not emotion,
what mix of human and machine translation is appatg in a particular translation project
(refer back to Figure 1). | boldly suggest that specifications+metrics approach from QT21,
regardless of how it impacts MT development, caudtier in a new era for translators and
computers.

* Defined per the 21 standard translation param@tekSTM F2575-14 (see www.astm.org)

® Another important topic, outside the scope of fhaper, is the downward price pressure felt by gssibnal
translators today. Bad translations (i.e., traiatat that do not meet specifications) might be pbeeabut this
harms all stakeholders. | believe that this dowmwanice pressure comes not from technology itdmlf, from
translators who unwisely offer services at unsastaly low prices, from buyers who are unable tdintgish
between translation that does and does not meietrémpiirements, and from unfair practices, suckhase that
assume that translation-memory matches require umah review, and/or expect humans to work without
sufficient context (sebttp://www.ttt.org/context).
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| invite feedback on the various claims in this @ap do not expect everyone to agree with
everything | have written, but | do ask for civéluhte.
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