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Abstract

This paper presents a novel approach to machine translation evaluation by combining register
features — characterised by particular distributions of lexico-grammatical features — with text
classification techniques. The goal of this method is to compare machine translation output
with comparable originals in the same language, as well as with human reference translations.
The degree of similarity — in terms of register features — between machine translations and
originals, and machine translations and reference translations is measured by applying two
text classification methods trained on 1) originals and 2) reference translations, and tested on
machine translations. The results from the experiments prove our assumption that machine
translations share register features rather with human translations than with non-translated texts
produced by humans. This confirms that registers are one of the most important factors that
should be integrated into register-based machine translation evaluation.

1 Introduction: Motivation and Goals

The state-of-the-art in evaluating machine translation (MT) nowadays is to measure lexical
and eventually syntactic and semantic overlap between a machine translation (called hypoth-
esis translation) and a human-produced reference translation. In this paper, we present a new
approach to evaluation, integrating the knowledge on register, i.e. language variation accord-
ing to context, as defined by Halliday and Hasan (1989) and Quirk et al. (1985). The dif-
ference in terms of register between original and translated texts has been shown by several
studies (Hansen-Schirra et al., 2012; Kruger and van Rooy, 2012; Neumann, 2013), proving
that translations tend to share a set of lexical, syntactic and/or textual features. More recent
investigations by Baroni and Bernardini (2006), Kurokawa et al. (2009) and Lembersky et al.
(2012) applied text classification methods to automatically identify these differences.

The aim of the research presented here is twofold: 1) to show that machine translations and
the corresponding reference translations are related to each other in terms of register-specific
features and as a consequence of this 2) to show that hypothesis translations and human trans-
lations share more than the lexical surface. The novel idea introduced here is the notion of
register-specific features which relate reference and hypothesis translations, and therefore have
implications for MT (evaluation).

We measure the “closeness” between comparable non-translated originals and machine
translations, as well as between human and machine translations by applying two different clas-
sification methods. The classification is performed on the basis of extracted register-specific
features for two data sets. First, we use original non-translated texts as training data and ma-
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chine translations as test data. In a second step, human translations are used as training data
and machine translations as test data. Our assumption is that in terms of register specificity
quantified in the corresponding features, MT output is closer to the corresponding reference
translations than to the comparable non-translated originals. We base our hypothesis on the fact
that b) translations tend to normalise towards target language conventions and that a) machine
translations will adapt more to these conventions than to source texts (Diwersy et al., 2014).

The remainder of the paper is structured as follows. In Section 2, we present related work
from the areas of machine translation evaluation and register theory. In Section 3 we present
our research questions, describe the selected features and resources used for the experiments, as
well as the applied methods. Section 4 demonstrates the results of our analysis, and in Section
5, we discuss the outcome and give an outlook on further analyses.

2 Related Work

2.1 Machine Translation Evaluation

State-of-the-art MT evaluation applies automatic language-independent metrics such as
BLEU (Papineni et al., 2002) and NIST (Doddington, 2002) in order to compare MT output
(hypothesis translation) with one or more human translations (reference translations). Several
studies (Callison-Burch et al., 2006; Vela et al., 2014a,b) have confirmed the fact that BLEU
scores should be treated carefully, thus advancing the development of new metrics. New eval-
uation metrics such as METEOR (Denkowski and Lavie, 2014), Asiya (Gonzalez et al., 2014)
and VERTa (Comelles and Atserias, 2014), are incorporating lexical, syntactic and seman-
tic information into their scores, whereas metrics like BEER (Stanojevi¢ and Sima’an, 2014),
ReVal (Gupta et al., 2015) and COMET (Vela and Tan, 2015) use machine learning approaches
for MT evaluation. The accuracy of the newly introduced evaluation methods is usually proven
by human evaluation inputs, more specifically by measuring the correlation of the automat-
ically provided scores with human judgements. Human evaluation is realised by ranking MT
outputs (Bojar et al., 2013, 2014; Vela and van Genabith, 2015). In addition, post-editing, which
is mainly used for measuring productivity (Guerberof, 2009; Zampieri and Vela, 2014), is also
a valid human evaluation method.

2.2 Main Notions within Register Theory

Studies related to register theory (Quirk et al., 1985; Halliday and Hasan, 1989; Biber, 1995)
are concerned with contextual variation of languages, and state that languages vary with respect
to usage context within and across languages. For example, languages may vary according to
the activity of the participants involved or the relationship between speaker and addressee(s).
These parameters correspond to the variables of (1) field, (2) tenor and (3) mode defined in the
framework of systemic functional linguistics (SFL), which describes language variation accord-
ing to situational contexts; see, for instance, Halliday and Hasan (1989) and Halliday (2004).
These variables are associated with the corresponding lexico-grammatical features, e.g. field of
discourse is realised in term patterns or functional verb classes, e.g. activity (approach, supply,
etc.), communication (answer, inform, suggest, etc.) and others; tenor is realised in modality
expressed e.g. by modal verbs (can, may, must, etc.) or stance expressions (used by speak-
ers to convey personal attitude to the given information, e.g. adverbs like actually, certainly,
amazingly, importantly, etc.); and mode is realised in information structure and textual cohe-
sion, e.g. coreference via personal (she, he, it) and demonstrative (this, that) pronouns. Thus,
differences between registers can be identified through the analysis of occurrence of lexico-
grammatical features in these registers; see Biber’s studies on linguistic variation, e.g. Biber
(1988), Biber (1995) or Biber et al. (1999). The field of discourse also includes experiential
domain realised in the lexis. This corresponds to the notion of domain used in the machine
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translation community. However, it also includes colligation (morpho-syntactic preferences of
words), in which grammatical categories are involved. Thus, domain is just one of the parameter
features a register can have.

2.3 Register in Translation

Several studies in systemic functional linguistics are concerned with register settings in human
translation (Steiner, 2004; Hansen-Schirra et al., 2012; De Sutter et al., 2012; Neumann, 2013;
House, 2014) and their application into translation practice (Vela and Hansen-Schirra, 2006;
Vela et al., 2007). To our knowledge, the machine translation (including its evaluation) commu-
nity has not yet taken into consideration the notion of register, at least according to the definition
in the present paper. Studies in the field of MT concerned with translation errors of new do-
mains are covering only the lexical level (Irvine et al., 2013), as the authors operate solely with
the notion of domain (field of discourse) and not register (which includes more parameters, as
described in Section 2.2 above). Research on adding in-domain bilingual data to the training
material of SMT systems (Eck et al., 2004; Wu et al., 2008) or on application of in-domain com-
parable corpora (Laranjeira et al., 2014; Irvine and Callison-Burch, 2014) consider the notion
of domain. However, further register features are mostly ignored.

Domains reflect what a text is about, i.e. its topic. So, consideration of domain alone would
classify news reporting on certain political topics together with political speeches discussing
the same topics, although they belong to different registers. We expect that texts from the lat-
ter (political speeches) translated with a system trained on the former (news) would be lacking
in persuasiveness, argumentation and other characteristics reflected in their lexico-grammatical
features, e.g. imperative verbal constructions used to change the addressee’s opinion, or inter-
rogatives as a rhetorical means, etc. The similarity in domains would cover only the lexical
level, in most cases terminology, ignoring the lexico-grammatical patterns specific for the given
register, as shown by Lapshinova-Koltunski and Pal (2014) in their discussion on domain vs.
register. Although some NLP studies employing web resources are arguing for the importance
of register conventions, as by Santini et al. (2010), register remains out of the focus of machine
translation. One of the few works addressing the relevance of register features for machine
translation is Petrenz (2014), in which the author uses text features to build cross-lingual regis-
ter classifiers.

3 Methodology and Resources

3.1 Research Questions

Following the assumption that translated language should normalise the linguistic features (like
those described in Section 2.2 above) in order to adapt them to target language conventions,
we use two different classification methods, KNN and SVM, to prove that in terms of register
settings 1) machine translations correspond to human reference translations to a greater extent
than 2) to comparable original non-translated texts in the same language. This requires a two-
fold experiment design. In the first experiment, we use German original data for training and
German machine translations for testing. Based on classification accuracy we can determine the
“closeness” of machine translations to comparable non-translated texts in the same language.
For the second experiment, we use a different data set applying the same classification methods.
Human reference translations are used as training data and machine translations as test data.
In this way we can observe the relation between machine translations and comparable non-
translated texts in the same language, as well as between machine translations and reference
translations.
We also aim at answering the following questions:

Proceedings of MT Summit XV, vol.1: MT Researchers' Track Miami, Oct 30 - Nov 3, 2015 | p.217



(i) Do German machine translations correspond to comparable German non-translated origi-
nals?

(i) Are German machine translations closer to human reference translations than to compara-
ble original German texts?

(iii)) What are the main parameters influencing the classification outcome?

Our assumption is that machine translations will comply more with register standards of
human-produced translated texts rather than with non-translated texts written by humans, as it
was shown by Lapshinova-Koltunski and Vela (2015).

3.2 Feature Selection

For our analysis, we select a set of features derived from register studies described in Section
2.2 above. These features represent lexico-grammatical patterns of more abstract concepts, i.e.
textual cohesion expressed via pronominal coreference or other cohesive devices, evaluative
patterns (e.g. it is interesting/important that, etc.) and others. The selected features reflect
linguistic characteristics of all texts under analysis, are content-independent (do not contain ter-
minology or keywords), and are easy to interpret yielding insights on the differences between
the analysed variables. For instance, we use groupings of specific types of phrases (e.g. nom-
inal, verbal, etc.) instead of part-of-speech n-grams, as they are easier to interpret as n-grams.
The set of selected features for our analysis is outlined in Table 1. The first column denotes
the extracted and analysed patterns, the second represents the corresponding linguistic features,
and the third denotes the three context parameters according to register theory as previously
described in Section 2.2.

The number of nominal and verbal parts-of-speech, chunks and nominalisations (ung-
nominalisations) reflects participants and processes in the field parameter. The distribution of
abstract or general nouns and their comparison to other nouns gives information on the vocab-
ulary (parameter of field). Modal verbs grouped according to different meanings (Biber et al.,
1999), and evaluation patterns express modality and evaluation, i.e. the parameter of tenor.
Content words and their proportion to the total number of words in a text represent lexical
density, which is an indicator of the parameter of mode. Conjunctions, for which we analyse
distributions of logico-semantic relations, belong to the parameter of mode as they serve as
discourse-structuring elements. Reference expressed either in nominal phrases or in pronouns
reflects textual cohesion (mode). Overall, we define 21 features representing subtypes of the
categories given in Table 1.

pattern feature parameter
nominal and verbal chunks participants and processes field
ung-nominalisations and general nouns vocabulary and style

modals with the meanings of permission, obli- | modality tenor
gation, volition

evaluative patterns evaluation

content vs. functional words lexical density

additive, adversative, causal, temporal, modal | logico-semantic relations mode
conjunctive relations

3rd person personal and demonstrative pro- | cohesion via reference

nouns

Table 1: Features under analysis
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However, for the final interpretation, a reduced number of features is used, which results
from the validation step described in Section 3.4.1 below.

3.3 Data

In the first experimental setting, the training data set consists of German non-translated texts
(GO=German originals) extracted from CroCo (Hansen-Schirra et al., 2012), a corpus of both
parallel and comparable texts in English and German. The dataset contains 108 texts which
cover seven registers: political essays (ESSAY), fictional texts (FICTION), manuals (IN-
STR), popular-scientific articles (POPSCI), letters to shareholders (SHARE), prepared politi-
cal speeches (SPEECH), and tourism leaflets (TOU). The decision to include this wide range
of registers is justified by the need for heterogeneous data for our experiment. Therefore, the
dataset contains both frequently machine-translated texts, e.g. SPEECH, ESSAY and INSTR,
and those, which are commonly not translated with MT systems, such as FICTION or POPSCI.
The totals number of tokens in GO is 252711.

The corresponding test data set is smaller and includes 50 texts translated from English
into German with a rule-based (RBMT) and a statistical (SMT) machine translation system.
The rule-based machine translations were produced with the rule-based system SYSTRANG6
(Systran, 2001). The statistical machine translations were produced with a Moses-based sys-
tem', trained with EUROPARL (Koehn, 2005), a parallel corpus containing texts from the pro-
ceedings of the European parliament. The total number of tokens in RBMT and SMT comprise
127865 and 124462 respectively. Both variants contain translations of the same texts belonging
to the same registers as in the originals (training data).

In the second setting, English to German human translations (HT) — extracted from the
CroCo corpus — are used for training, and comprise 100 texts (262655 tokens). For testing we
use the same data as in the previous setting — machine translated texts (RBMT and SMT). Both
training and test data are translations of the same source texts, which corresponds a common
setting in MT evaluation. Table 2 gives an overview of the number of texts, sentences and
tokens in both experiment settings.

Setting 1 Setting 2
Train Test Train Test
GO RBMT SMT HT RBMT SMT
Texts 108 50 50 100 50 50
Sentences | 15736 6195 6131 13077 6195 6131
Tokens 252711 | 127865 127865 | 262655 | 127865 127865

Table 2: Statistics for the data sets used in experiments

To extract the occurrences of register features described in Section 3.2, we annotate both
training and test sets with information on token, lemma, part-of-speech, syntactic chunks and
sentence boundaries using Tree Tagger (Schmid, 1994). The availability of these annotation
levels in both corpora allows us to analyse certain lexico-grammatical patterns (see Section 3.2)
required for register-sensitive analysis of translation. The features are then defined as linguistic
patterns and modelled as regular expressions for the Corpus Query Processor (Evert, 2005),
available within the CWB tools (CWB, 2010).

3.4 Classification Approaches

For our classification task, we train two models by using two different classifiers for each ex-
periment setting: k-nearest-neighbors (KNN), a non-parametric method, and support vector

'We did not perform tuning for the SMT system.
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machines (SVM) with a linear kernel, a supervised method, both commonly used in text classi-
fication. The models are then tested on German translations, and in this way, we obtain classi-
fication performance scores for:

e KNN and SVM, having German originals as training data and machine translations
(English-German) as test data;

e KNN and SVM, having human translations (English-German) and again machine transla-
tions (English-German) as test data’.

The performance scores are then judged in terms of precision, recall and f-measure. These
scores are class-specific and indicate the results of automatic assignment of register labels to
certain machine-translated texts. In case of precision, we measure the class agreement of the
data with the positive labels given by the classifier. For example, there are ten German fictional
texts in our data. If the classifier assigns FICTION labels to ten texts only, and all of them really
belong to FICTION, then we will achieve the precision of 100%. With recall, we measure if all
translations of a certain register were assigned to the register class they should belong to. So,
if we have 10 fictional texts, we would have the highest recall if all of them are assigned with
the FICTION label. F-measure combines both precision and recall, and is understood as the
harmonic mean of both.

3.4.1 K-Nearest Neighbors (KNN)

When using KNN, the input consists of the K closest training examples in the feature space’,
and the output is a class membership. This method is instance-based, where each instance is
compared with existing ones using a distance metric, and the distance-weighted average of the
closest neighbours is used to assign a class to the new instance, see (Aha et al., 1991; Witten
etal., 2011).

For our experiments we have to determine the final number for K and the most appropri-
ate number of features used for classification. By measuring the distribution of errors during
training (by performing 10-fols cross-validation) we determined the best K=11* and the final
number of features for our setting. For our classification analysis we work with the tuple (num-
berOfFeatures=17, K=11), performing classification on the German translation (test) data by
using the knn library in Weka (Hall et al., 2009). The final list of features include:

total words — words per text

content words — content (lexical) words

NP chunks — nominal chunks

VP chunks — verbal chunks

chunks — chunks per text

nominal — nominal part-of-speech categories
verbal — verbal part-of-speech categories
adversative — adversative conjunctive relations
causal — causal conjunctive relations

temporal — temporal conjunctive relations
modal — modal conjunctive relations
ung-nominalisations — nominalisations formed with ung-suffix
pron — personal pronouns

dempron — demonstrative pronouns

pronnp — nominal phrases filled with pronouns
gnouns — general nouns

modals denoting permission

N A A ananananan

Note that human and machine translations are translation variants of the same English source text.
3In our experiments, the features are quantified by their frequency in the corresponding data set.
4The final value for K was chosen from an interval between 3 and 19
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3.4.2 Support Vector Machines (SVM)

When using SVM models (Vapnik and Chervonenkis, 1974), the learning algorithm tries to find
the optimal boundary between classes by maximising the distance to the nearest training data of
each class. Given German labelled training data, the algorithm outputs an optimal hyperplane
which categorises new instances, here German translations®. We use the same list of features for
the classification with SVM as in the classification with KNN. We perform SVM classification
with a 10-fold cross-validation.

The cross-validation in the training phase has shown that registers SPEECH and SHARE
show low accuracy, especially in the first experiment setting (when German original data is
used). For this reason, we we exclude these registers from further analyses.

3.5 Experimental Setup

In the first setting, both classifiers are supposed to store all cases from German originals (108
data points) with the corresponding register labels available. New cases from test data, which
are machine translations in this case (50+50 data points), are then classified, i.e. assigned reg-
ister labels. Classification is performed on the basis of distance function measure, for which
Euclidean distance is used. The results of automatic assignment are indicated with scores (pre-
cision, recall and f-measure), which are used to measure the class agreement of the data with
the positive labels given by the classifiers.

In the second setting, both classifiers store all labelled cases available in human translations
(100 data points). The trained model is then applied on the same machine translations as in the
first setting (50+50 data points). And again, we use precision, recall and f-measure to judge the
class agreement of the data with the positive labels given by the classifiers.

4 Classification Results

As already mentioned above, the results of both classification algorithms are analysed in terms
of precision, recall and f-measure. In case of precision, we measure the class agreement of the
data with the positive labels given by the classifier. Our assumption is that precision values
would indicate if the test data correspond to the training data in terms of the register settings.
Hence, in the first experiment setting, the higher the precision, the better a machine translation
corresponds to comparable originals, whereas in the second setting, the higher the precision,
the better a machine translation corresponds to human translations.

4.1 Setting 1: Originals vs. Machine Translations

ESSAY FICTION INSTR POPSCI TOU
KNN SVM | KNN SVM | KNN SVM | KNN SVM | KNN SVM
RBMT | 036 000 | 08 0.75| 0.17 055| 053 000 | 050 0.32
SMT 048 000 | 08 080 | 033 0.60| 046 000 | 046 0.29

Table 3: F-measure scores for classification per machine translation variant and register in the
first setting

Table 3 provides the confusion matrix for the five registers and the two MT outputs split
on the two classification methods. Concerning both the classification method and the MT sys-
tem, we notice that FICTION is the register performing best, achieving an f-measure of 0.86%
for the combination RBMT-SVM and SMT-SVM. Based on the f-measure we observe that

3One of the reasons why SVM are often used is their robustness towards overfitting, as well as their ability to map
to a high-dimensional space.
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ESSAY performs well for the classification with KNN but fails with SVM. INSTR and TOU
perform similar in terms of f-measure for both KNN and SVM, the lowest f-measure values be-
ing measured for INSTR in the combination RBMT-KNN. POPSCI fails for the combinations
RBMT-SVM and SMT-SVM, but performs well for KNN (0.53% for RBMT and 0.46% for
SMT). These results imply that overall, FICTION performs best for both translation types and
both classifiers, which indicates that translated fictional texts obey best to original fictional texts
in terms of register settings.

Obviously, the data used for developing/training MT systems as well as the classification
method play an important role. Registers like ESSAY (political essays) and INSTR (manuals)
are usually used for training SMT systems, whereas registers like FICTION (fictional texts)
and TOU (tourism leaflets) are less likely used for training MT systems. The more surprising
are here the results for FICTION. The big difference in the results for both classifiers can be
explained in the distinction between these two classification techniques. KNN uses all training
data (predefined neighbours) in classification, while for SVM the maximised distance (mar-
gin) to the nearest example of each class plays a crucial role (all non-support vectors being
discarded), thus influencing the difference in the classification outcome.

The overview of the performance of both MT systems in Table 4 (split on register and
classification method) reveals that SMT performs better than RBMT in certain combinations for
the registers ESSAY, FICTION and INSTR. The classification failure of the RBMT and SMT
produced POPSCI translations for SVM indicates that SVM is not the appropriate classification
method for this kind of texts. The fact that we observe contradictory results with both classifiers
for ESSAY and POPSCI prevents us to claim that certain registers are generally more difficult
to be identified in translated data than others.

register KNN SVM
ESSAY SMT RBMT=SMT
FICTION | RBMT=SMT SMT
INSTR SMT SMT
POPSCI RBMT RBMT=SMT
TOU RBMT RBMT

Table 4: Performance of KNN and SVM across registers based on f-measure in the first setting

Precision Recall F-Measure
KNN SVM | KNN SVM | KNN SVM
RBMT | 043 024 | 0.61 056 | 050 032
SMT 050 032 | 061 053] 054 034

Table 5: Classification accuracy per machine translation variant in the first setting

In the last step, we analyse the performance of the MT systems disregarding registers,
see Table 5. We notice that results do not differ much in the MT systems under analysis,
which means that register agreement between non-translated and machine-translated texts is
not dependent on the method involved in translation. This is proven by Pearson’s chi-square
test, which confirms our observation, as for both the KNN and the SVM results, p-value is
higher than 0.05 (0.85 and 0.58 respectively).

4.2 Setting 2: Reference Translations vs. Machine Translations

The same experiments and analysis steps as in Section 4.1 are performed for the second setting,
where human reference translations are used as training data and hypothesis translations as test
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data. However, we observe a strong improvement in the results presented in Table 6. The
registers ESSAY and FICTION achieve the best performance, showing an f-measure of up to
100%. Over all, f-measure remains over 50% for all registers, which means that classifiers
perform also well for TOU, POPSCI and INSTR. These results can, in fact, serve as indicators
that human and machine translations have more similarities, sharing register features.

ESSAY FICTION INSTR POPSCI TOU
KNN SVM | KNN SVM | KNN SVM | KNN SVM | KNN SVM
RBMT | 093 100| 1.00 100| 054 073| 071 077 | 057 1.00
SMT 093 1.00| 050 080 | 062 0.67| 060 073 ] 0.75 0.83

Table 6: F-measure scores for classification per machine translation variant and register in the
second setting

In this setting, ESSAY matches register features of human translations best, leading to the
assumption that the texts used for developing and training MT systems play a key role. In con-
trast to the results in the first setting, the difference between the results of the two classification
methods for ESSAY is minor. The lowest value is scored by INSTR with an f-measure of 0.54
for RBMT-KNN.

Table 7 demonstrates that, different from the results in the first experiment in Section 4.1,
RBMT performs better then SMT when compared to human reference translations, with some
exceptions. RBMT-INSTR and RBMT-TOU are better classified than the same registers trans-
lated with the SMT system, if the results from KNN are taken into account.

register KNN SVM
ESSAY RBMT=SMT | RBMT=SMT
FICTION RBMT RBMT
INSTR SMT RBMT
POPSCI RBMT RBMT
TOU SMT RBMT

Table 7: Performance of the classification methods across registers based on the f-measure in
the second setting

Similar tendencies are observed if we average the scores for registers.

Precision Recall F-Measure
KNN SVM | KNN SVM | KNN SVM
RBMT | 0.81 0.90 | 0.75 090 | 0.75 0.90
SMT 0.82 084 | 0.65 0.80 | 0.68 0.80

Table 8: Classification accuracy per translation variant in the second setting

We observe in Table 8 that, in terms of MT system, RBMT performs almost always better
than SMT, and in terms of classification method applied, SVM performs always better than
KNN. However, significance test show that the difference between both machine translation
systems is not significant, as the computed p-values exceed 0,05 for both KNN and SVM scores
(0.78 and 0.97 respectively), confirming not only our assumption that reference and hypothesis
translations are similar if register features are considered, but also that both machine-translated
variants are similar as well.
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5 Conclusion

The results of the presented experiments have proven our assumption that machine translations
share their register features rather with human produced translations than with human produced
non-translated texts, regardless the method involved in translation.

Settingl: Original vs. Machine Translation The results of the first experiment show that
register settings of most German machine translations do not comply with the register settings
of non-translated German, this being shown also by Lapshinova-Koltunski and Vela (2015).
This is especially valid for ESSAY and POPSCI, which show low performance in most classifi-
cation scenarios, not adapting the target language register conventions. The good performance
for FICTION is an indicator that fictional texts adapt to the conventions of the target language.
However, as known from Neumann (2013), German and English fictional texts share a lot of
features, which might also influence the performance of the classifiers. We suppose that the in-
fluence of the source language register conventions® might also have an impact on the outcome.
To prove this, we would need to perform additional experiments, in which English source texts
should be used as training data.

Furthermore, as the performed significance tests have shown that the difference between
RBMT and SMT is not meaningful, our suggestions apply regardless the translation method
involved. In case of SMT, the results are apparently influenced by the training data used, as
classification performs better for registers which are commonly used for SMT training, i.e. like
ESSAY and INSTR. Off-the-shelf RBMT systems, like the one used here, are developed to
cover a more general aspect of language which also essentially complicate the adaptation of
register features.

Setting 2: Reference vs. Machine Translation The results of the second experiment pre-
sented in Section 4 have proven our assumption that the overlap between hypothesis and refer-
ence translations is higher than between hypothesis translations and comparable non-translated
texts. On the one hand, this corresponds to our intuition in Lapshinova-Koltunski and Vela
(2015), where we show that both human and machine translations do not correspond to com-
parable German originals, suggesting that both machine and manual translations should have
more in common. In fact, this is also shown by Lembersky et al. (2012), who demonstrate that
the BLEU score can be improved if they apply language models compiled from translated texts
and not non-translated ones. They also show that language models trained on translated texts fit
better to reference translations in terms of perplexity. In fact, this confirms our claim that ma-
chine translations comply more with translated rather than with non-translated texts produced
by humans. This results in the improvement of the BLEU score, but not necessary leading to a
better quality of machine translation.

Following the results from both experimental setting, we argue that register features should
be integrated into MT evaluation process, as an additional layer to the already existing automatic
metrics. As future work, we would like to test this hypothesis by combining and correlating the
results presented here with state-of-the-art evaluation metrics.
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