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
Abstract 

It is often assumed that raw MT output 

requires post-editing if it is to be used for 

more than gisting purposes. However, we 

know little about how end users engage 

with raw machine translated text or post-

edited text, or how usable this text is, in 

particular if users have to follow instruc-

tions and act on them. The research pro-

ject described here measures the usability 

of raw machine translated text for Brazil-

ian Portuguese as a target language and 

compares that with a post-edited version 

of the text. Two groups of 9 users each 

used either the raw MT or the post-edited 

version and carried out tasks using a PC-

based security product. Usability was 

measured using an eye tracker and cogni-

tive, temporal and pragmatic measures of 

usability, and satisfaction was measured 

using a post-task questionnaire. Results 

indicate that post-editing significantly in-

creases the usability of machine translat-

ed text. 

1 Introduction 

This paper discusses the measurement of usabil-

ity for raw machine translated output and post-

edited output for instructional text relating to a 

commercial PC security product machine trans-

lated from English into Brazilian Portuguese. 
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Authentic English source text relating to the 

software product (anonymised for confidentiality 

reasons) was identified and machine translated 

into Brazilian Portuguese using the freely availa-

ble MT engine, Microsoft Bing. 

Eighteen users were recruited to read the in-

structions and carry out tasks by creating files 

and folders, changing settings within the product 

etc. The participants were divided equally into 

two groups; one group used the raw machine 

translated instructions and the other used the 

post-edited instructions. The usability of both 

sets of instructions was investigated using screen 

recording, eye tracking and a post-task question-

naire. The main objective of this project was to 

investigate the extent to which human post-

editing of machine translation impacted on the 

usability of instructional content.
1
 

The paper is structured as follows: Section 2 

discussed related research, Section 3 explains the 

methods used, Section 4 provides results and 

Section 5 the conclusions. 

2 Related Work 

The task and process of post-editing has received 

significant attention in the past few years (e.g. 

Guerberof (2014), De Almeida and O‟Brien 

(2010), Depraetere (2010), Plitt and Masselot 

(2010), Sousa et al. (2011), Koponen (2012), 

O‟Brien et al. (2012), O‟Brien et al. (2013), Spe-

cia (2011)). While MT technology has made sig-
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nificant strides in the last decade, it is accepted 

that post-editing is needed in cases where the 

content is required for more than gisting purpos-

es. Empirical research has demonstrated that 

post-editing can lead to higher productivity, 

without having negative effects on quality (e.g. 

Guerberof, forthcoming), though it might have 

an impact on perceptions of stylistic quality 

(Fiederer and O‟Brien 2009). Yet little empirical 

research has focused on the value of post-editing 

or on its return on investment (ROI). It is gener-

ally assumed that post-editing is required to bring 

content to a publication-ready level, but we know 

very little about the impact that post-editing has 

on the usability and, by extension, acceptability 

of machine translated content.  

Related work is at this stage still somewhat 

limited. Jones et al (2005) present a usability test 

where participants answer questions from a ma-

chine translated version of an Arabic language 

test. Their results suggest that MT may enable an 

ILR level 2 (limited working proficiency) but it 

is not suitable for level 3 (general professional 

proficiency). 

Stymne et al (2012) use eye tracking as a 

complement to MT error analysis. They found 

that MT errors have longer gaze time and more 

fixations than correct passages of text and the 

average gaze time is dependent on error types, 

which could indicate that some error types re-

quire more cognitive effort than others. 

In 2010, Doherty, O‟Brien and Carl tested the 

use of eye tracking as a machine translation 

evaluation technique, concluding that eye track-

ing was a reliable method for evaluating the 

quality of machine translated output. Building on 

this, Doherty and O‟Brien (2014) conducted a 

study to compare the usability of raw machine 

translated output for four target languages 

against the usability of the source content (Eng-

lish). The conclusion of that study was that, alt-

hough the raw MT output scored lower for usa-

bility measurements when compared with the 

source language content, the raw MT output was 

deemed to be usable, especially for Spanish as a 

target language. The target language Japanese, 

unsurprisingly, scored lowest in terms of usabil-

ity.  

The study by Doherty and O‟Brien (2014) 

used both questionnaires and eye-tracking meas-

urements to record levels of usability. The cur-

rent study builds on that, but is different in sev-

eral respects: (1) the content translated differs; 

(2) the target language in this case is Brazilian 

Portuguese, which was not included in the 2014 

study; (3) the MT system differs and, most im-

portantly, (4) the current study compares the us-

ability of raw MT output against post-edited con-

tent, not against the usability of the source lan-

guage content, which was the case for the previ-

ous study. 

3 Methods 

In this section we discuss the methods deployed 

to measure usability and the experiment design. 

3.1 Measuring Usability 

We adopt the ISO/TR 16982 definition for usa-

bility: “the extent to which a product can be used 

by specified users to achieve specified goals with 

effectiveness, efficiency, and satisfaction in a 

specified content of use” (ISO 2002). 

When this definition is divided into its com-

ponent parts (in bold above), it allows us to 

measure different aspects of usability using a 

variety of methods.  

Effectiveness is measured through goal com-

pletion, that is, how successful the users were at 

accomplishing tasks documented in the instruc-

tions measured by observing the user interactions 

as recorded by a Tobii T60XL eye tracker.  

Efficiency is measured as the number of suc-

cessful tasks completed (out of all possible tasks) 

when total task time is taken into account. A se-

cond measure of efficiency is cognitive effort, i.e. 

how much cognitive effort is evident when users 

are reading the instructions and trying to com-

plete their tasks? Cognitive effort is measured 

using typical indicators recorded via the eye 

tracking apparatus, i.e. mean total fixation time, 

mean fixation duration, total fixation count, av-

erage visit duration and visit count. Such fixation 

data are well established as indicators of cogni-

tive effort (Rayner 1998, Rayner and Sereno 

1994, Radach et al. 2004). For example, the more 

fixations there are on a set of instructions, the 

more probable it is that the reader is having diffi-

culties in processing the instructions. 

Satisfaction is a measure of user satisfaction 

with the translated content and, by extension, the 

product itself. As satisfaction is a multi-faceted 

concept, we measure it using a questionnaire 

with a Likert scale ranging from 1 (Strongly Dis-

agree) to 5 (Strongly Agree). In our question-

naire, “satisfaction” is addressed using a number 

of statements (see section 4.8). 
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3.2 Content 

In collaboration with an industry partner, we se-

lected a security software product that controlled 

for viruses, allowed for the setting of parental 

controls and so on and instructional content in 

English on how to configure features of this 

product. The total number of words in the source 

content amounted to 594. This content was ma-

chine translated into Brazilian Portuguese using 

Microsoft‟s Bing engine.
2
  Brazilian Portuguese 

was selected for this study as it was part of a 

Brazil/Ireland research collaboration project. The 

raw machine translated output was post-edited by 

a native speaker of Brazilian Portuguese who has 

an undergraduate degree in linguistics and litera-

ture and a Master‟s degree in natural language 

processing and human language technology. The 

post-editor had also conducted research previous-

ly on post-editing. The guidelines adhered to dur-

ing post-editing were those of TAUS for the lev-

el “fit-for-purpose” (TAUS: online). From a 

practical perspective, this meant that edits were 

carried out when terminology did not conform to 

the client-specific glossary and grammatical er-

rors were fixed. No edits were implemented for 

purely stylistic reasons and the focus was on ac-

curacy and comprehensibility.  

To measure how much post-editing was per-

formed we conducted an automatic evaluation 

comparing the post-edited version against the 

MT output. We observed an average HTER score 

of 0.20 which indicates that post-editing was of a 

light nature. 

 

3.3 Participants 

18 native speakers of Brazilian Portuguese where 

recruited from the student body of the Federal 

University of Minas Gerais, Belo Horizonte,  

Brazil.
3
 It was ensured that participants had no 

previous experience of this particular security 

product so that previous knowledge could not be 

used to compensate for poor quality machine 

translation output (Moravcsik and Kintsch 1995, 

Kaakinen et al. 2003). 

                                                 
2
 Our intention had been to use the company-specific 

MT engine trained using the Microsoft Translator 

Hub. However, at the time of the experiment, tech-

nical difficulties prevented this and the company sug-

gested the use of the generic Bing engine as an alter-

native. 
3
 Ethics approval was granted by the relevant univer-

sity research ethics committee.  

The participants were randomly assigned to 

one of two groups:  Group 1 used the raw ma-

chine translated output and were asked to follow 

the instructions while Group 2 read and followed 

the post-edited instructions. Neither group knew 

that the texts they were reading had been trans-

lated. Both groups were given a warm up task 

where they were asked to read a text in Brazilian 

Portuguese for comprehension; the text came 

from Wikipedia and explained the concept of 

virus checking. Fixation data gathered during this 

reading exercise were used as a baseline meas-

urement for „reading for comprehension‟ in Bra-

zilian Portuguese among participants. Two par-

ticipants (one from each group) appeared to be 

outliers in terms of several of the fixation meas-

urements and were removed from each group. 

Participants were seated at the eye tracker 

and were informed that they would be presented 

with some instructions on the left-hand side of 

the screen and a software product on the right 

hand side in which they had to perform five tasks 

as per the instructions (see Figure 1 for layout – 

for confidentiality reasons, company-specific 

information has been removed).  

The tasks involved setting up an automatic 

cleaning schedule, setting parental controls, cre-

ating a vault, shredding files and deleting a vault. 

Participants were instructed not to reposition any 

of the windows relating to the software product 

or the instructions, so as to facilitate eye-tracking 

analysis. Once they had completed their tasks 

they responded the questionnaire.  

Figure 1- Set up screenshot 
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4 Results 

We first present the results from the eye tracking 

data, which, as discussed above, we treat as 

measures of efficiency. For all results “Baseline”  

refers to the baseline reading task of the Wikipe-

dia text, “Instructions” refers to the eye tracking 

data for the area of the screen in which the in-

structions were displayed (the AOI, or Area of 

Interest) and “Interface” refers to the area on the 

screen in which the product itself was displayed 

and where users had to carry out the tasks re-

quired. For the eye tracking data, “MT” refers to 

the raw MT instructions and PE refers to the 

post-edited version. We first present cognitive 

indicators of efficiency (fixation measures: 4.1-

4.5), then goal completion as a measure of effec-

tiveness (4.6), followed by goal completion as a 

factor of time (also a measure of efficiency – 4.7) 

and finally satisfaction measures (4.8). 

4.1 Mean Total Time in Fixation  

The mean total time in fixation is the time spent 

in fixations combined for each group within an 

AOI (in seconds).  

Figure 2 shows the mean across both groups 

for the baseline, MT and PE texts. Data for the 

baseline text is much shorter, as would be ex-

pected, because this was just one short text that 

had to be read and there was no other task asso-

ciated with it. The mean total fixation time is 

higher for the MT group for both the Instructions 

AOI and the Interface AOI. 

 

 

An independent-samples t-test was conducted 

to compare both conditions. There was a signifi-

cant difference in the scores for total fixation 

time for the Instructions AOI: t-value (14) = 2.83, 

p-value = .013 and for the Interface AOI: t (14) = 

4.58, p = .001. There was no significant differ-

ence between groups for the Baseline (p = .65), 

which indicates that there was no difference in 

the baseline reading activity between the two 

groups. (All significance levels at p > 0.05.) 

 

4.2 Mean Fixation Duration 

Mean FD (in seconds) is the average length of 

fixations for all participants in both groups (Fig-

ure 3).   

For both groups, the mean value is 0.33 for the 

baseline, again indicating that there was no dif-

ference across both groups for the baseline task. 

For the Instructions AOI, the mean fixation dura-

tion for the PE group is (0.45) and for the MT 

group (0.43). Both are greater than the baseline, 

suggesting that reading of the MT output (either 

in raw or post-edited form) required greater ef-

fort than reading the baseline text. Although the 

value for the MT text is slightly higher than that 

of the PE text (0.45 vs. 0.43), these are not statis-

tically different. This is also the case for the In-

terface AOI. 

 

 

4.3 Fixation Count 

Fixation count (FC) is the total number of fixa-

tions within an AOI. The more there are, the 

higher the cognitive effort is deemed to be. As 

can be seen (Figure 4), the total FC is higher for 

the MT group for both the Instructions and Inter-

face AOIs. Table 1 also shows the mean, median 

and standard deviations values for the Fixation 

Count measure. (Note: We do not report data for 

the baseline reading task here as comparisons of 

fixation count would be meaningless, given that 

the task and text differ substantially from the task 

and text used in the actual experiment. Compari-

sons for mean total fixation time (Fig. 2), on the 

other hand, are meaningful as they demonstrate 

that the groups did not differ radically in their 

baseline reading activity.)  

Figure 3- Mean Fixation Duration  

 

Figure 2- Mean Total Time in Fixation 
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Table 4 – Total Task Time (secs) 

 

 

A significant difference was found for Fixation 

Count on the AOI Instructions: t (14) = 4.43, p 

= .001 as well as for the Fixation Count on the 

AOI Interface, t (14) = 4.69, p <.001.  

 

 

 

 

 

 

 

4.4 Visit Duration  

Visit duration (VD) is the total time (in seconds) 

spent looking at an AOI, starting with a fixation 

within the AOI and ending with a fixation out-

side this AOI, that is, saccades (or rapid eye 

movements between fixations) are also counted. 

Table 2 presents the values for the baseline, in-

structions and interface for both groups. 

 

 

 

 

 

 

 

 

 

 

As Table 2 demonstrates, the mean VD is higher 

for the machine translation group for both the 

Instructions and Interface. A t-test found a signif-

icant difference between both conditions, where  

t(14) = 3.212, p = .006 for the AOI Instructions 

and  t(14) = 4.363, p = .001 for the AOI Interface. 

For the baseline, t(14) = -.578, p = .578, again 

suggesting that there is no statistically significant 

difference between the two groups in the baseline 

task and so the effects we see between the two 

conditions MT and PE are likely to have been 

produced by the texts themselves and not by var-

iances in the groups. 

    

4.5 Visit Count 

Visit Count is the number of visits (using eye 

movements as evidence) to an AOI. Table 3 

shows the number for VC for both MT and PE 

groups: 

 

 

 

 

 

 

 

Note that the baseline is not shown here as the 

number of visits in a static text presented for 

reading would always be 1. The total VC is high-

er for the MT group for both AOIs. A t-test 

found a significant difference between both con-

ditions, where t(14)= 3.209, p = .006 for the AOI 

Instructions and  t(14)= 4.052, p = .001 for the 

AOI Interface.  

 

4.6 Goal Completion - Effectiveness 

All participants in the PE group were able to 

complete all the tasks, with the exception that 

one participant in the MT group skipped task 1 

(Set an Automatic Cleaning Schedule). This 

demonstrates that, regardless of the type of in-

structions, participants were still able to complete 

their tasks. At the same time, it is worth pointing 

out some confusion among those who read the 

raw MT instructions: For Task 2 (Set Parental 

Controls) one of the options to be blocked by the 

participants had a different translation from the 

interface. As a result, some participants were not 

able to select that option and skipped it, but the 

task as a whole was completed. Also, Tasks 3 

and 5 for the MT group resulted in participants 

erasing and moving incorrect files but, in the 

end, the task of creating and deleting the vault 

was completed. Table 4 gives the total task times 

for both groups. 

 

 

 

 

 

 

 

Figure 4- Total Fixation Count 

 

Table 1 – Fixation Count & St. Dev 

 

Table 3 - Visit Count 

 

Table 2 - Visit Duration (secs) 
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An independent-samples t-test was conducted to 

compare both conditions. There was a significant 

difference between the MT and PE groups; t-

value (14) = 4.21, p-value = .001.  

4.7 Efficiency  

Efficiency is also measured as the number of 

successful tasks completed divided by the total 

task time (Table 5). The PE group were found to 

be more efficient (t (14) = 3.75, p = .002). 

 

 

 

 

 

 

 

4.8 Satisfaction 

As mentioned in Section 3, the participants re-

sponded to a post-task questionnaire that meas-

ured their level of satisfaction with the instruc-

tions through a range of questions. None of the 

participants knew that the instructions had been 

machine translated.     

 

As a reminder, the statements they had to re-

spond to were as follows: 

 

1. The instructions were usable. 

2. The instructions were comprehensible. 

3. The instructions allowed me to complete 

all of the necessary tasks. 

 

 

 

 

 

4. I was satisfied with the instructions pro-

vided.
4
  

5. The instructions could be improved up-

on. 

6. I would be able to use the software again 

in the future without re-reading the in-

structions. 

7. I would recommend the software to a 

friend or a colleague. 

8. I would consider buying this product af-

ter participating in this experiment. 

 

 

Table 6 presents the results for each statement 

and each group. For all statements, except num-

ber 5, the higher score (5) indicates higher satis-

faction (the opposite is true for statement 5). As 

can be seen, levels of satisfaction are generally 

higher for the post-edited instructions. Excep-

tions include statements 2, 6 and 5. In the case of 

5, the lower score means higher satisfaction for 

the post-edited text. The considerable difference 

in scores for statements 7 and 8 are worth noting 

due to the potential commercial implications. 

Those who read the post-edited text would seem 

more inclined to recommend or purchase the 

product. 

5 Conclusions and Future Work 

We set about measuring and comparing the 

usability of instructions for a software prod-

uct that had been machine translated and ma-

chine translated and lightly post-edited.  

                                                 
4
 We made sure the participants understood that by 

„instructions‟ we meant the written task instructions 

provided to perform the tasks, not the verbal instruc-

tions given by the researcher on how the experiment 

would be carried out. 

Table 6 – Post-Task Questionnaire 

 

Table 5 – Efficiency Scores (secs) 
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Our objective was to see whether the post-

edited version was more usable than the raw 

MT output. The natural hypothesis is to as-

sume that post-editing improves the quality 

and usability of a text, but this is usually 

measured using quality evaluation and not 

via end user eye tracking-based measure-

ments. The empirical investigation we have 

carried out here is a validation of this hy-

pothesis.Using the ISO/TR 16902 definition 

of usability, we undertook a suite of meas-

urements to assess different parts of this def-

inition. Measures of effectiveness included 

the cognitive measurements of mean total 

fixation time, mean fixation duration, fixa-

tion count, visit duration, and visit count. For 

all of these measures except mean fixation 

duration a statistically significant difference 

was found between the MT and PE groups 

implying that those who read the PE instruc-

tions were more effective and that therefore 

those instructions had a higher level of usa-

bility. 
The measurement of goal achievement 

demonstrated that regardless of the type of in-

structions, both groups were successful in 

achieving their goals. We put this down to the 

use of human intelligence and experience in 

making sense of content that is not optimal. 

Moreover, a higher level of confusion was evi-

dent among the MT group, as discussed above. 

Additional measures of effectiveness and ef-

ficiency also demonstrated that the PE instruc-

tions were more usable. Finally, the responses to 

a post-task questionnaire on satisfaction indicat-

ed a higher level of satisfaction among those who 

used the post-edited instructions. Noteworthy in 

particular are the responses regarding recom-

mendation to a friend or the purchase of the 

product; for both statements those who read the 

post-edited instructions were more likely to do 

so, which has important implications for com-

mercial users of MT. 

We have shown that post-editing – even to the 

level of „fit-for-purpose‟ – adds value to machine 

translated content because it increases usability 

and satisfaction levels. While this is perhaps an 

unsurprising result, the important aspect of this 

study is the number of measures of usability and 

the inclusion of end users actually performing 

tasks with the instructions and a software prod-

uct. This lends a higher level of credibility to the 

claim of increased usability. 

Obviously the sample size is small and we 

have included only one language pair so future 

work could build on the number of participants 

and language pairs. Another focus in the future 

will be comparisons between human translation 

and raw and post-edited MT as well as a focus on 

different kinds of content.  
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