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Abstract 

This paper presents a comparative evalu-

ation of four tools that can be used to col-

lect user activity data (UAD) in machine 

translation post-editing (PE) research: 

Tobii Studio, Translog-II, TransCenter, 

and PET. These tools are analysed here 

based on empirical data as a way of 

providing a picture of what the current 

state of research has to offer in terms of 

technology and investigation methods. 

After an analysis of the features offered 

by the tools, a summary is drawn and po-

tential room for improvement in the field 

is identified.  

1 Introduction 

In view of the remarkable gains in quality 

achieved in Machine Translation (MT) in the 

past years, post-editing machine output is now 

growing to become an established translation 

modality in its own right and, as a result of this, 

an increasing number of researchers are starting 

to investigate the process of PE. 

Research in the field tends to be particularly 

focused on the effort invested in the activity. 

However, investigating effort in PE, or in any 

other task, is a very challenging undertaking. 

Especially if temporal, technical, and cognitive 

effort (Krings, 2001) are taken into account, the 

use of tools that are able to log time, keyboarding, 

as well as potential indicators of cognitive effort 

(e.g. gaze data) becomes paramount in achieving 

research goals. 

In order to cast light on the type of data ob-

tained in PE investigations with the use of re-

search tools currently available, four pieces of 

software are reviewed in the present paper: Tobii 

Studio  (v.3.1.3), Translog-II  (v.0.1.0.189), 

TransCenter  (v. 0.5), and PET  (v. 2.0). These 

tools are chosen for analysis due to their promi-

nence in previous research and their possibility 

of being exploited specifically for PE. All four 

tools are described in view of key- and time-

logging features, and data visualisation aids, 

while eye-tracking features are only considered 

in view of Tobii Studio and Translog-II, since 

TransCenter and PET do not offer a built-in inte-

gration with eye trackers.      

In describing these tools based on empirical 

data, the aim of this paper is to provide an over-

view of the current state-of-affairs in PE research 

technology and point to potential aspects that can 

be further improved in the field. Tools such as 

the ones used in Green et al. (2013) and Plitt and 

Masselot (2010), as well as the productivity-

testing tool available in the context of the TAUS 

Dynamic Quality Framework
1
 are not reviewed 

here, since, to the best knowledge of the author, 

they are not available to the general public. With 

regard to other tools that can be used for PE re-

search, the CASMACAT (Ortiz-Martínez et al., 

2012) and MateCat (Cattelan, 2012) workbench-

es were not included in the present review. Even 

though prototypes and beta releases of the tools 

are available, at the time of writing, the tools’ 

development projects are yet to be finalised. Ap-

praise (Federmann, 2012) and iOmegaT (Moran 

and Beregovaya, 2012), which are mainly fo-

cused on MT evaluation and PE productivity 

measurement, respectively, are two other tools 

that have not been reviewed. Even though these 

tools can be used for PE research, due to space 

and time limitations they could not be included 

in the analysis. 

In the remainder of this paper, the criteria for 

analysis of the tools, the tasks conducted to in-

vestigate their usability, and a brief description 
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of each tool are provided in Section 2. The tools 

are analysed in Section 3, and, in Section 4, sug-

gestions are provided in terms of potential adap-

tations and areas where there is possible room for 

improvement in regard to technology that can be 

applied to PE research. 

2 Context and Criteria for Analysis 

In terms of the functionalities comprised in the 

tools that can be useful for research in PE, Tobii 

Studio and Translog-II are analysed based on the 

following eye-tracking-specific aspects:  

- Amount of information comprised in 

gaze data logs and ease in computing 

measures at a sentence and/or sub-

sentence level; 

- Possibility of measuring gaze data quali-

ty. 

As to features that do not necessarily involve 

eye tracking, all four tools are analysed based on 

the following criteria: 

- Amount of information in time and key 

logs and ease in computing measures at a 

sentence level; 

- Data visualisation aids; 

- Customisation possibilities within the 

tools’ environment. 

The choice of these specific criteria is moti-

vated by potentially challenging methodological 

aspects observed in previous research, such as 

computing per-segment PE time based on 

timestamps in the task video (O’Brien, 2011), 

and computing gaze data pertaining to ST and 

TT windows based on screen pixel positions 

(Hvelplund, 2011). Gathering UAD at the sen-

tence level seems to be, overall, a common and 

yet challenging research need, frequently incur-

ring in task designs where sample materials are 

exposed to subjects sentence by sentence, with 

no access to the whole text being granted – 

which is the case in Green et al. (2013) and 

Doherty et al. (2010), for example. Nevertheless, 

the criteria chosen in this review are by no means 

exhaustive, and the question of what exact set of 

features make for a good research tool in PE 

cannot be entirely solved in this paper. 

The studies conducted to test the tools consist-

ed of PE tasks with source text (ST) in Spanish 

and target text (TT) (MT output) in English. 

Spanish news texts of approximately 130 words 

each were translated into English with Google 

Translate
2

, and two professional translators 

post-edited the MT outputs. The eye-tracking 

equipment used with Tobii Studio and Trans-

log-II is a Tobii X120 remote eye tracker. 

2.1 Tobii Studio 

Tobii Studio is the Windows-oriented eye-

tracking software that accompanies Tobii eye 

trackers. Since the program does not have a built-

in text editor, the screen-videoing mode needs to 

be used for PE tasks. When running in this mode, 

the program records everything that happens on 

the computer screen in the format of an .avi vid-

eo, superimposing individuals’ eye movements 

onto the recording. Data can be manipulated 

within the tool or exported in .tsv or .xlsx for-

mats. Microsoft Word was the text editor used in 

combination with Tobii Studio. While this is ar-

guably not the best text editor for PE research, 

this analysis only concerns features that apply 

specifically to Tobii Studio. In that way, Mi-

crosoft Word editing features and user interface 

(UI), as well as their usability for PE research, 

are beyond the scope of this paper. 

2.2 Translog-II 

Translog-II (Carl, 2012a) is a Windows-oriented 

software package designed specifically for trans-

lation process research (TPR). The package con-

tains two tools: the Supervisor, and the User. 

Projects are set in the Supervisor, where any data 

produced can be visualised and manipulated. The 

User serves as the editing interface where partic-

ipants carry out the task. Other than gaze data, 

the tool can also record keyboard and mouse 

events, as well as audio. In addition to the analy-

sis possibilities presented within the environment 

of the tool, Translog-II data log files, which are 

saved in .xml format, can be further processed by 

a series of scripts included in the TPR database 

of the Centre for Research and Innovation in 

Translation and Technology (CRITT TPR-DB) 

(Carl, 2012b). Since these scripts are designed to 

process data in the format obtained with Trans-

log-II, they are also taken into account in the pre-

sent analysis, which is based on Version 1.2 of 

the scripts. 

2.3 TransCenter 

TransCenter (Denkowski and Lavie, 2012) is an 

open-source, web-based tool that allows different 
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participants to carry out PE tasks remotely via a 

server. The tool logs time and keyboard/mouse 

activity at a sentence level. Subjective assess-

ments of translation quality, difficulty, and usa-

bility can also be gathered through quality rating 

scales that are automatically included in the 

tool’s UI depending on the task chosen – if bilin-

gual or monolingual PE, for example. Aggregate 

UAD for all participants, as well as data for each 

participant individually can then be accessed via 

report files generated by the tool in both .csv and 

.html formats. Since the tool is web-based, 

TransCenter can be accessed on any platform. 

2.4 PET 

Out of the four tools considered, PET 

(Post-Editing Tool) (Aziz et al., 2012) is the only 

one designed specifically for PE. Similarly to 

TransCenter, PET is open-source and platform-

independent. In addition to recording time and 

effort indicators at a segment level, PET also 

allows users to perform assessment tasks based 

on configurable rating scales and criteria. UAD 

generated with PET is saved in .xml format.  

3 Analysis 

In the following section (3.1), Tobii Studio and 

Translog-II are analysed in view of eye-tracking-

specific features. Since TransCenter and PET do 

not log gaze data, these tools are not analysed in 

this section. In sections 3.2 and 3.3, all tools are 

taken into account. 

3.1 Gaze data 

3.1.1 Amount and type of information in 

gaze data logs 

In Tobi Studio’s data log file, gaze events are 

classified as ‘fixation’, ‘saccade’ or ‘unclassi-

fied’, and each event is accompanied by infor-

mation such as the positions of both right and left 

eyes on screen, left and right pupil sizes, distance 

of both eyes from the screen, as well as the gaze 

event’s duration in milliseconds. Clusters of gaze 

events that are identified as a single fixation or 

saccade receive a respective index number. Gaze 

events are grouped into fixations based on fixa-

tion-filter settings that are configured by the user. 

An extract of the data log file generated with To-

bii Studio is presented in Table 1. 

 
Table 1. Extract of Tobii Studio data log file 

As for Translog-II, the .xml results file with 

UAD contains information such as source and 

target (MT output) texts, the task (if ‘translating’ 

or ‘post-editing’, e.g.) as well as keyboard, 

mouse and time logs, cursor positions, and gaze 

data. In terms of gaze data, the file includes in-

formation such as the timestamp associated with 

each gaze event, positions of right and left eye on 

screen, as well as pupil size.  

With respect to differences between Tobii 

Studio and Translog-II in terms of the type of 

gaze data generated, the latter – being a tool spe-

cifically designed for TPR – automatically rec-

ords information pertaining to the particular win-

dow (ST or TT) a given gaze event is related to. 

In Translog-II, gaze events can be filtered into 

fixations based on the CRITT TPR-DB scripts. 

After aligning ST and TT with the jdtag
3
 tool, 

these scripts can be used to produce, among other 

things, a series of unit tables with process and 

product data as well as files that can be used in 

external tools for part-of-speech (POS) tagging 

and syntactic parsing. Below is an example of a 

fixation data (FD) table generated with the 

CRITT TPR-DB scripts. 

 
Table 2. Translog-II Fixation Data 

As shown in Table 2, similarly to Tobii Stu-

dio, each eye fixation in Translog-II has an indi-

vidual ID and is accompanied by duration and 

timestamp (the columns ‘Dur’ and ‘Time’, re-

spectively). In Translog-II, however, thanks to 

the gaze mapping functionality of the tool, it is 

also possible to know what word in the text the 

fixation refers to. Each word in the text is given 

an ID number, and ST and TT word ID pairs 

(columns ‘STid’ and ‘TTid’) associated with fix-

ations are also displayed in the table.  

Still in regard to gaze data, also generated by 

the CRITT TPR-DB scripts is a table with fixa-

tion units (FU). A concept proposed by Carl and 

Kay (2011), FUs are clusters of fixations that, 

together, represent one meaningful sequence. FU 
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tables have information on the time each unit 

started, its duration, as well as the amount of 

time for which reading and typing took place in 

parallel. 

Data exported from both Tobii Studio and 

Translog-II could arguably be deemed to be in 

interoperable formats overall, since the former 

exports data in .tsv format, and the latter in .xml. 

As regards the replay function, however, the fact 

that tasks can be replayed based on the .xml file 

in Translog-II arguably allows for an easier stor-

age and transport of data. In Tobii Studio, by 

contrast, tasks are replayed from .avi files, which 

tend to be considerably large and hence poten-

tially difficult to store and transport.  

3.1.2 Computing gaze-data measures at a 

sentence and/or sub-sentence level  

As to computing measures for specific moments 

of the task, Tobii Studio allows the possibility of 

selecting video passages and marking them as 

‘scenes’. Statistics referring to specific ‘areas of 

interest’ (AOIs) on the screen (ST and TT win-

dows, say) within a scene are then computed. In 

that way, if specific sentences or phrases can be 

identified in the text as AOIs, it is possible to 

draw a polygon around the corresponding area 

and obtain data pertaining only to the particular 

area selected.  

In Translog-II, by contrast, each fixation is au-

tomatically mapped to specific ST and TT words 

with the use of the CRITT TPR-DB scripts. Even 

though the quality of the gaze mapping might 

also depend on the precision of the eye tracker 

used, this functionality arguably allows for an 

easier consideration of gaze data at a sentence 

and/or sub-sentence level. In addition, Translog-

II offers the possibility of correcting gaze map-

ping manually after conducting a task – a func-

tionality not offered by Tobii Studio. 

3.1.3   Measuring gaze data quality 

In experimental designs where eye-tracking data 

is used, an important step in the analysis process 

is to account for data quality. In this respect, To-

bii Studio has a built-in measure that assesses the 

confidence that a given gaze event is in fact valid, 

generating values that can range from 0 (high 

confidence) to 4 (no eye found). 

Measures of data quality can also be comput-

ed based on information in Tobii Studio’s data 

log file. In Hvelplund (2011:103-107) e.g., where 

a previous version of Tobii’s eye tracking soft-

ware was used, mean fixation duration, gaze-

sample-to-fixation percentage, and a ratio be-

tween gaze time on screen and total production 

time have been used as indicators of gaze data 

quality. In Translog-II, a ratio of gaze events 

happening in windows 1 and 2, and gaze events 

that did not happen in any window, i.e. events 

that have 0 as a window value, constitutes anoth-

er potentially interesting strategy to measure data 

quality informally suggested to the author by 

Translog-II developers. 

Overall, with respect to gaze data, while Tobii 

Studio and Translog-II generate raw output files 

with similar information, the scripts in the 

CRITT TPR-DB database allow for a number of 

further automatic data analysis stages which, in 

Tobii Studio, would arguably involve lengthy 

processing steps. 

3.2   Key and time logs  

3.2.1 Amount and type of information in 

key and time logs 

In addition to gaze data, Tobii Studio also logs 

keyboarding and mouse clicks, which can be 

found together with gaze data in the same log file. 

All these events are associated with their respec-

tive timestamp based on the task video.  

With respect to Translog-II, CRITT TPR-DB 

unit tables include a keystroke-data (KD) table, 

as well as production-unit (PU) and align-

ment-unit (AU) tables. The KD table includes 

information on the number and type of editing 

operations performed (insertions, deletions) and 

the words in the ST and post-edited text associat-

ed with them. Similarly to the concept of FU, PU 

are clusters of editing operations that can be re-

garded as a single unit. AU tables, in turn, con-

tain process and product data pertaining to 

aligned source and post-edited units, i.e. the edits 

performed and the aligned result of these edits. 

With respect to TransCenter, measures such 

as edit, keypress and mouseclick counts are rec-

orded per sentence. The tool also records editing 

time, and how each sentence is scored by partici-

pants based on 1-5 scales. 

As regards PET, the tool distinguishes be-

tween white-space, non-white-space and control 

keyboard events, classifying each event accord-

ing to a fine-grained list of categories, including 

e.g. ‘navigation-keys’ and ‘paste-keys’. In addi-

tion, it offers a few functionalities that are differ-

ent to the ones found in other tools, such as au-
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tomatically labelling clusters of insertions and 

deletions as ‘substitutions’ and ‘shifts’, and com-

puting Human Translation Edit Rate (HTER) 

(Snover et al., 2006) as a built-in effort indicator. 

PET also logs sentence/segment-specific 

measures of editing time. 

3.2.2 Computing key and time measures at 

a sentence level 

In terms of time-logging, Tobii Studio simply 

offers the timestamp associated with each event 

recorded by the tool. One way of computing 

measures of time at a sentence level with Tobii 

Studio is by considering the timestamps in the 

task video associated with the moments when 

participants began and finished editing each sen-

tence. In this respect, if the task is not carried out 

on a sentence-by-sentence nature where each 

segment/sentence needs to be confirmed before 

moving on to the next, computing sentence-

specific time measures in Tobii Studio consti-

tutes an arguably unreliable approach, since it 

would be hard to collect such measures without 

distinct time delimitations between sentences. 

With respect to Translog-II data, due to the 

tool’s gaze mapping functionality, information 

on time can be obtained for each FU or PU, for 

example. In addition, when setting up an experi-

ment in Translog-II, the ST can be divided into 

translation units that are displayed separately 

according to settings established by the research-

er, such as a time limit for which the segments 

will be displayed. The time spent on each unit 

can then be observed in the data log file that is 

generated after a task is completed. However, in 

the context of this evaluation, this functionality 

did not seem possible to be used for PE, since 

only the ST seems to be breakable into units, and 

not both ST and TT (MT output). In this respect, 

PET and TransCenter seem to be the only tools 

analysed that offer an automatically computed 

measure of time per ST-TT segment, which can 

be useful in PE task designs where sentences are 

established as units for analysis. 

In sum, while time measures at a sentence 

level need to be computed based on timestamps 

in Tobii Studio, in Translog-II these measures 

can be computed for ST-based units, or for sen-

tence and sub-sentence units based on fixations 

and/or keyboard events. PET and TransCenter, in 

turn, offer automatically computed key and time 

measures per ST-TT segment.  

3.3 Data visualization aids 

In addition to quantitative data that can be ex-

ported from Tobii Studio for each task, the soft-

ware has a number of different graphic represen-

tations of data that can be explored. Tables and 

charts can be generated and gaze events can be 

viewed in the form of gaze plots, where eye fixa-

tions can be observed on a still screen capture 

extracted for a given timespan in the task video. 

 
Figure 1. Tobii Studio Heat Map 

Another visualisation option offered by Tobii 

Studio are heat maps (Fig. 1), where a colour 

representation – ranging from green (cool) to red 

(hot) – indicates the areas of the screen that re-

ceived more gaze events.  

One of the most prominent visualisation op-

tions in Translog-II is what is referred to as the 

‘linear view’ (Fig. 2), where the editing process 

can be observed linearly with different editing 

events (including eye fixations), represented by 

different symbols and colours.   

 

Figure 2. Translog-II Linear View 

In the linear view extract in Fig. 2, keyboard, 

mouse and fixation events are displayed. Portions 

of fixated text are displayed inside brackets, 

where the number before the colon represents the 

window where the fixation occurred – 1 (one) 

refers to the ST, and 2 (two) refers to the TT. 

Two consecutive triangles pointing downwards 

and upwards represent a click. With regard to 

keyboard events, dots represent spaces, triangles 

pointing backwards represent deletions, and in-

sertions are displayed simply as the letters that 

were actually typed by the participant. 

Another way of viewing data in Translog-II is 

by replaying the task via the .xml log file. Data 
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can also be viewed in the format of a pause plot, 

where keyboard pauses can be observed in a 

graph. A screen capture of the replay function in 

Translog-II is presented in Fig. 3, where the fo-

cus of gaze data is represented by a circle and its 

mapping by a rectangle over the respective por-

tion of text being fixated.  

 

Figure 3. Translog-II Replay Function 

Translation progression graphs (TPGs) (see 

Fig. 5) present another possibility of visualising 

Translog-II data. A feature exclusive of Trans-

log-II, these graphs can be generated with the 

statistical package R
4
 based on the tables created 

with the CRITT TPR-DB scripts.  

TPGs can be very informative in denoting 

combined reading and production patterns. Per-

haps to make such graphs more useful in the con-

text of PE, adding reference to the post-edited 

text (and not only the ST) would be desirable. 

With respect to TransCenter, the tool enables 

a sequential edit-by-edit visualisation of the PE 

process through ‘edit trace reports’ (Fig.4). The 

tool also displays aligned ST, MT output and 

post-edited sentences together with sentence-

specific UAD.  

 

Figure 4. TransCenter Edit Trace Report 

In regard to PET, no pre-set data visualisation 

options seem to be available within the environ-

ment of the tool. In this respect, while 

TransCenter has interesting visualisation possi-

bilities not offered by PET, the latter seems to 

provide more detailed keyboard data, which can 

always be explored by the researcher in external 

data-analysis tools. 

                                                 
4 http://www.r-project.org/ 

Overall, in terms of visualisation possibilities, 

heat maps figure as a distinctive feature of Tobii 

Studio, while TPGs constitute a feature that can 

be especially useful for PE research and which is 

offered exclusively by the CRITT TPR-DB 

scripts. A linear view of the editing process is 

offered by Translog-II, with a similar and less 

detailed alternative being offered by TransCenter 

in the form of edit trace reports. 

3.4   Customisation Possibilities 

In this section, customisation options presented 

within the environment of the tools are analysed. 

While PET and TransCenter are both open-

source tools, the analysis presented here focuses 

on settings that can be customized without re-

source to the tools’ source code.  

Since, in the context of PE tasks, Tobii Studio 

needs to be used with an external text editor, the 

customising possibilities presented by the tool 

itself are limited to fixation-filter settings and 

data visualisation options. 

In addition to data visualisation options, such 

as the colour representation and choice of events 

to be included in the linear view, Translog-II pre-

sents a few task-related customisation possibili-

ties, such as choosing reading, translating or 

writing as linguistic tasks, and having the win-

dow panes displayed accordingly. In the replay 

mode in Translog-II, it is also possible to choose 

the FixMap option, where gaze mapping can be 

manually corrected. With respect to the data log 

file generated with Translog-II and how it can be 

processed, a number of possibilities are available 

to the researcher by manipulating the CRITT 

TPR-DB scripts, including the configuration of 

fixation-filter settings, which can be recomputed 

with the command ‘remap’.  

Being a tool designed specifically for PE, PET 

presents a number of potentially useful options 

that can be explored in the specific context of PE 

research, such as displaying buttons that allow 

participants to either accept the MT output as is 

or discard it altogether – actions that can be 

tracked later in the results log file generated by 

the tool. PET also has a drag-and-drop function-

ality that allows text to be moved both within an 

active unit, as well as from any segment in the 

text into the active TT unit being edited.  

In comparison with PET, TransCenter seems 

to offer fewer customisation possibilities that can 

be configured with no recourse to the tool’s 

source code. No instructions were found on how 
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to change rating scales or the way panes are dis-

played in the editing interface, for example. On 

the other hand, TransCenter is the only tool out 

of the ones analysed that can be accessed via a 

server. While PET can also be used remotely by 

participants, being able to access TransCenter 

with a username and password on a web browser 

arguably facilitates the data-collection process, 

which can be controlled remotely by the project’s 

administrator.  

PET also allows access to dictionaries and 

other reference material within the environment 

of the tool. While this functionality could also be 

observed for Translog-II in the tool’s documenta-

tion, this feature did not seem to be included in 

the version of Translog-II analysed, nor in a sub-

sequent version (v.0.1.0.191) released after the 

experiments reported in this paper had been con-

ducted. This renders PET the only tool reviewed 

to have a functional integration with reference 

materials. 

4 Conclusion and Further Issues 

A summary of the functionalities observed for 

each of the tools described can be observed in 

Table 4. 

As can be seen from the descriptions provided, 

both Tobii Studio and Translog-II allow an anal-

ysis of gaze and keyboard/mouse data both quan-

titatively, with the generation of tables and statis-

tics, and qualitatively, with features such as the 

replay function, the linear view and TPGs. PET 

figures as a powerful option mainly for quantita-

tive investigations specifically on PE, presenting 

pre-set configurable functionalities that are par-

ticularly useful for gathering human assessments 

as well as measuring temporal and technical ef-

fort in PE, which, as with TransCenter, can be 

considered at a sentence/segment  level. With 

regard to TransCenter, one of the main differen-

tials of the tool seems to be the fact that it is 

web-based, which allows for an arguably easier 

running of research tasks. 

Tobii Studio constitutes an option that can be 

adopted when research experiments need to be 

more ecologically valid and not necessarily 

strictly controlled, since any commercial CAT 

tool, such as Trados
5
 or memoQ

6
, can be used in 

combination with Tobii Studio. In this respect, 

combining the use of PET or TransCenter with 

                                                 
5 http://www.trados.com/en/ 
6 http://kilgray.com/products/memoq 

Tobii Studio also figures as a potentially interest-

ing possibility in which all the PE-specific UI 

functionalities of PET and TransCenter can be 

exploited in eye tracking studies. 

As regards file formats, all four tools seem to 

meet good levels of interoperability, with data 

being saved in formats such as .csv, .tsv, 

and .xml. 

 
*Not observed in v. 0.1.0.189 
**Not used in the context of this paper 

Table 4. Summary of Features  

In terms of qualitative analyses, it seems that 

Translog-II is able to provide a larger number of 

possibilities to be exploited. In the context of PE, 

TPGs would arguably be more informative if the 

post-edited text is also displayed. For demonstra-

tion purposes, an adapted version of such graphs 

is presented in Fig. 5 together with retrospective 

verbalisations. In these graphs, the y-axis shows 

ST words in sequence, dark circles represent fix-

ations in the ST, lozenges represent fixations in 

the TT, black characters represent insertions and 

red ones represent deletions. 

When accompanied by spoken data (in this 

case, retrospective think-aloud protocols) and the 

post-edited text, TPGs potentially allow for a 

powerful and in-depth analysis of the PE process. 

In this example, it is possible to observe, for in-

stance, that in the time interval shown, the partic-

ipant had few fixations on the ST relating to the 

text passage displayed, as signalled by the small 
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number of dark circles within the range of the 

graph. It is also possible to observe that the pro-

cess of editing this passage was far from linear, 

which is demonstrated by the saccades in the 

map, where the participant seems to be reading 

backwards and forwards in an overlapping fash-

ion. 

By referring to retrospective spoken data per-

taining to the same text passage covered in the  

graph, it is possible not only to provide a clearer 

indication of the changes taking place – since 

deletions and insertions frequently overlap in the 

graph, hindering full comprehension – but also 

show the possible mechanisms behind the edits 

performed. 

In terms of other features that could be im-

plemented in tools that can be used for PE re-

search, computing the amount of mouse hovering 

events and mapping them to their corresponding 

words in the text figures as a potentially interest-

ing function to be explored. This approach has 

been used for PE by Green et al. (2013), who 

mention previous studies where mouse hovering 

has been shown to correlate with eye-tracking 

data. In view of the constraints imposed by eye 

tracking due to the need for specialised equip-

ment and appropriate conditions, it would per-

haps be interesting to see automatically comput-

ed measures of mouse hovering in freely availa-

ble research tools that can be used for PE. It is 

noteworthy, however, that studies looking at the 

correlation of gaze data with mouse hovering 

specifically for PE are apparently lacking, which, 

despite its potential utility, renders debatable the 

reliability of this measure. 

As a relatively new activity, research methods 

currently available for PE seem to heavily draw 

on more established areas such as reading and 

traditional translation. In view of this, it seems 

that in-depth studies 

into the operational 

underpinnings of PE 

would lead to better 

strategies of data col-

lection that reflect the 

PE activity more di-

rectly. The amount of 

crossing between ST 

and MT output is an 

example of a potential 

measure of effort in PE 

that is arguably under-

explored. In addition, it 

seems that only recent-

ly there have been ini-

tiatives at developing 

data-collection tools 

that are able to mimic 

more advanced CAT 

functionalities offered in commercial CAT soft-

ware, which is an aspect that the CASMACAT 

and MateCat projects aim to attend to. In this 

respect, the controlled lab conditions enabled by 

research tools such as the ones reviewed in this 

paper might hinder more valid investigations into 

effort, since, when using these tools, participants 

are not able to count on functionalities that they 

would normally be able to use in real-world con-

texts, such as interactive editing features and on-

the-fly quality assurance checkers, for example.  

As future work, it would be interesting to ex-

pand this review by including the analysis of 

other tools. Data obtained with other studies 

could also be considered in order to check to see 

if research needs are met across a wider and 

more diverse context.   
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Not closer to the cliché, I’m not quite sure, no closer to the cliché. I was trying to make 

sense out of it, that’s really why I’ve added come. This cliché, I’m making explicit, 
perhaps not necessary, but the fact that the Hollywood thing is a cliché. Just capitalising 

Western Asia, I think it’s better.  

Figure 5. Translog-II translation progression graph with TT 

and spoken data 
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