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Abstract

We present the first ever results showing that Chinese
MT output is significantly improved by tuning a MT
system against a semantic frame based objective func-
tion, MEANT, rather than an n-gram based objective
function, BLEU, as measured across commonly used
metrics and different test sets. Recent work showed that
by preserving the meaning of the translations as cap-
tured by semantic frames in the training process, MT
systems for translating into English on both formal and
informal genres are constrained to produce more ade-
quate translations by making more accurate choices on
lexical output and reordering rules. In this paper we de-
scribe our experiments in IWSLT 2013 TED talk MT
tasks on tuning MT systems against MEANT for trans-
lating into Chinese and English respectively. We show
that the Chinese translation output benefits more from
tuning a MT system against MEANT than the English
translation output due to the ambiguous nature of word
boundaries in Chinese. Our encouraging results show
that using MEANT is a promising alternative to BLEU
in both evaluating and tuning MT systems to drive the
progress of MT research across different languages.

1. Introduction

We present the first ever results of tuning a MT sys-
tem against a semantic frame based objective function
in order to produce a more adequate Chinese transla-
tion output. We compare the performance of our sys-
tems in IWSLT 2013 TED talk MT tasks on Chinese-
English and English-Chinese translation with that of the
baseline SMT systems tuned against BLEU. We show
that the improvement of tuning a MT system against
MEANT on Chinese translation output is more signif-
icant because of the nature of ambiguous word bound-

aries in Chinese. Our encouraging results show that us-
ingMEANT is a promising alternative to BLEU in eval-
uating and tuning MT systems to drive the progress of
MT research across different languages.

In the past decade, the progress of MT research is
predominantly driven by the fast and cheap n-gram based
MT evaluation metrics, such as BLEU [1], which as-
sume that a good translation is one that shares the same
lexical choices as the reference translation. Despite en-
forcing fluency, it has been established that these met-
rics do not enforce translation utility adequately and of-
ten fail to preserve meaning[2, 3]. Unlike BLEU, or
other n-gram basedMT evaluationmetrics, theMEANT
family of metrics [4, 5, 6] adopt at outset the princi-
ple that a good translation is one from which humans
can successfully understand at least the central mean-
ing of the input sentence as captured by the basic event
structure— “who did what to whom, when, where and
why”[7]. [6]MEANT measures similarity between the
MT output and the reference translations by comparing
the similarities between the semantic frame structures
of output and reference translations. For evaluating En-
glish translations, we have shown that MEANT corre-
lates better with human adequacy judgment than com-
monly used MT evaluation metrics, such as BLEU [1],
NIST [8], METEOR [9], CDER [10], WER [11], and
TER [12].

We recently showed that the translation adequacy
across different genres (ranging from formal news to in-
formal web forum) is improved by replacing surface ori-
ented metrics like BLEU or TER with a semantic frame
based objective function, MEANT, when tuning the pa-
rameters of MT systems [13, 14]. However, the ques-
tion of whether the same approach of tuning MT sys-
tems against a semantic objective function might im-
prove translation adequacy when translating into other



languages, such as Chinese, is left unanswered.
Although there exists no studies on correlation be-

tween human adequacy judgement and MEANT scores
on Chinese output, we hypothesize that the benefits of
tuning against MEANT that we see for English: better
adequacy and fluency carries over into Chinese. It is
because a high MEANT score is contingent on correct
lexical choices as well as getting the syntactic and se-
mantic structures right, which is language independent.

The proposed approach of incorporating semantic
information into SMT by tuning the model against a se-
mantic frame based evaluation metric is independent of
assumptions about the underlying translation model ar-
chitecture. Therefore, we show that MT systems from
different SMT approaches, flat phrase-based and hier-
archical phrase-based, both benefit from the semantic
information incorporated through our approach.

2. Related work

2.1. MT evaluation metrics

N-gram or edit distance based metrics such as BLEU
[1], NIST [8], METEOR [9], CDER [10], WER [11],
and TER [12] do not correctly reflect the similarity of
the basic event structure—“who didwhat to whom, when,
where and why”— of the input sentence. In fact, a num-
ber of large scale meta-evaluations [2, 3] report cases
where BLEU strongly disagrees with human judgments
of translation adequacy.

This has caused a recent surge of work on devel-
oping MT evaluation metrics that would outperforms
BLEU in correlation with human judgment. AMBER
[15] shows a high correlationwith human adequacy judg-
ment [16], however, it is very hard to interpret and indi-
cate what errors the MT systems are making.

ULC [17, 18] is an automatic metric that incorpo-
rates several semantic similarity features and shows im-
proved correlation with human judgement of transla-
tion quality [19, 17, 20, 18] but no work has been done
towards tuning an SMT system using a pure form of
ULC perhaps due to its expensive run time. Similarly,
SPEDE [21] is an integrated probabilistic FSMand prob-
abilistic PDAmodel that predicts the edit sequence needed
for the MT output to match the reference. Sagan [22] is
a semantic textual similarity metric based on a complex
textual entailment pipeline. These aggregated metrics
require sophisticated feature extraction steps; contain
several dozens of parameters to tune and employ expen-
sive linguistic resources, like WordNet and paraphrase

tables. Like ULC, these metrices are not useful in the
MT system development cycle for tuning due to expen-
sive running time. The metrics themselves are also ex-
pensive in training and tuning due to the large number
of parameters that need to be estimated.

ROSE [23] is a weighted linear model of shallow
linguistic features which is cheaper in run time but still
contains several dozens of weights that need to be tuned,
which makes it hard to port the metric to different do-
mains. TINE [24] is an automatic recall-oriented eval-
uation metric which aims to preserve the basic event
structure. However, it performs comparably to BLEU
and worse than METEOR on correlation with human
adequacy judgment.

In contrast, there is very little work on designingMT
evaluation metrics for evaluating Chinese or other lan-
guages with ambiguous word boundaries. For instance,
studies show that simply adapting the commonly used
MT evaluationmetrics to evaluate Chinese on character-
level showed a higher correlation with human judgment
than the original word-level evaluationmetrics [25]. Later,
TESLA-CELAB is introduced as a hybrid character-level
andword-levelMT evaluationmetric for evaluatingChi-
nese [26]. Although TESLA-CELAB correlates signif-
icantly better with human judgment for evaluating Chi-
nese than BLEU, no work has been done towards tuning
an SMT system for translating into Chinese using it.

2.2. The MEANT family of metrics

MEANT [6], which is the weighted f-score over the
matched semantic role labels of the automatically aligned
semantic frames and role fillers, outperforms BLEU,
NIST, METEOR, WER, CDER and TER in correlat-
ing with human adequacy judgment. MEANT is eas-
ily portable to other languages requiring only an au-
tomatic semantic parser and a large monolingual cor-
pus in the output language for identifying the semantic
structures and the lexical similarity between the seman-
tic role fillers of the reference and translation.

Precisely, MEANT is computed as follows:

1. Apply an automatic shallow semantic parser to
both the references andMToutput. (Figure 1 shows
examples of automatic shallow semantic parses
on both reference and MT output.)

2. Apply the maximum weighted bipartite matching
algorithm to align the semantic frames between



Figure 1: Examples of automatic shallow semantic parses. The input is parsed by a Chinese automatic shallow
semantic parser. The reference and MT output are parsed by an English automatic shallow semantic parser. There are
no semantic frames for MT3 since there is no predicate.

the references and MT output by the lexical sim-
ilarities of the predicates.

3. For each pair of aligned semantic frames,

(a) Determine the similarity of the semantic role
fillers using Lexical similarity scores.

(b) Apply themaximumweighted bipartitematch-
ing algorithm to align the semantic role fillers
between the reference and MT output ac-
cording to their lexical similarity.

4. Compute the weighted f-score over the matching
role labels of these aligned predicates and role
fillers acording to the mathematical definitions in
the following.

Mi,j ≡ total # ARG j of aligned frame i in MT
Ri,j ≡ total # ARG j of aligned frame i in REF

Si,pred ≡ similarity of predicate in aligned frame i
Si,j ≡ similarity of ARG j in aligned frame i

wpred ≡ weight of similarity of predicates
wj ≡ weight of similarity of ARG j

mi ≡
#tokens filled in aligned frame i of MT

total #tokens in MT

ri ≡
#tokens filled in aligned frame i of REF

total #tokens in REF

precision =

∑
imi

wpredSi,pred+
∑

j wjSi,j

wpred+
∑

j wjMi,j∑
imi

recall =

∑
i ri

wpredSi,pred+
∑

j wjSi,j

wpred+
∑

j wjRi,j∑
i ri

where mi and ri are the weights for frame, i, in the
MT/REF respectively. These weights estimate the de-
gree of contribution of each frame to the overall mean-
ing of the sentence. Mi,j and Ri,j are the total counts
of argument of type j in frame i in the MT and REF
respectively. Si,pred and Si,j are the lexical similarities
(as computed based on a context vector model) of the
predicates and role fillers of the arguments of type j
between the reference translations and the MT output.
The weights wpred and wj are the weights of the lexical
similarities of the predicates and role fillers of the argu-
ments of type j between the reference translations and
the MT output. There is a total of 12 weights for the set



of semantic role labels in MEANT as defined in [27].
For MEANT, wpred and wj are determined using super-
vised estimation via a simple grid search to optimize the
correlation with human adequacy judgments [4]. For
UMEANT, wpred and wj are estimated in an unsuper-
vised manner using relative frequency of each semantic
role label in the reference translations. UMEANT can
thus be used when when human judgments on adequacy
of the development set are unavailable [5].

2.3. Tuning against better evaluation metrics

Previousworks show that tuningMT system against bet-
ter evaluation metrics improve the translation quality
[28, 29]. Recent studies [13, 14] also shows that tun-
ingMT system againstMEANTproducesmore robustly
adequate translations than the common practice of tun-
ing against BLEU or TER across different data genres,
such as formal newswire text, informal web forum text
and informal public speech. Therefore, we believe that
tuningMT systems against MEANTwould improve the
adequacy on Chinese MT output.

3. Experimental setup

In this section, we describe the details of our systems
for the English-Chinese and Chinese-English TED talk
MT tasks in terms of data, preprocesing, SMT pipeline
and MEANT settings.

3.1. Data and preprocessing

Since our focus in this evaluation campaign is running
contrastive experiments on tuning different MT systems
against different MT evaluation metrics, we have delib-
erately constrained our training data to in-domain data
only. For the translation model we have only used the
officially released parallel training data, while for the
language model we have only used the output side of
the released training data. Similarly, no additional data
was used as a part of development set other than the of-
ficially released development set. In order to test the
consistency of the experimental results the test sets of
IWSLT2011 and 2012were used in addition to the IWSLT
2013 test set. We performminimal preprocessing on the
training data running a maximum entropy Chinese seg-
menter [30] along with numex/timex segmenter on the
Chinese data and punctuation tokenization and true cas-
ing on the English data.

3.2. SMT pipeline

With the goal of improvingMT utility by usingMEANT
as an objective function to drive minimum error rate
training (MERT) [31] of state-of-the-art MT systems,
we setup our baseline usingMoses [32], an off-the-shelf
translation toolkit. In this paper we have two baselines:
a flat phrase-based MT and a hierarchical phrase-based
MT [33]. This allows us to use Moses to compare the
performance ofMEANT-tuned systems in these two dif-
ferent MT paradigms.

The language models are trained using the SRI lan-
guage model toolkit [34]. For both translation tasks,
we used a 6-gram language model. We use ZMERT
[35] to tune the baseline because it is a widely used,
highly competitive, robust, and reliable implementation
of MERT that is also fully configurable and extensible
with regard to incorporating new evaluation metrics.

3.3. MEANT for evaluating Chinese

Since UMEANT is shown to be more stable when eval-
uating translations across different language pairs [36],
we use aUMEANT framework along the lines described
in [37] for evaluating both English and Chinese.

However, for evaluating Chinese, MEANT has to be
equipped with a Chinese shallow semantic parser in or-
der to capture the semantic frames in the Chinese trans-
lation output. For this purpose, we used C-ASSERT
[38] because of its high accuracy.

Since the primary objective in this experiment is study-
ing the feasibility of tuningMT systems against Chinese
MEANT, we limited ourselves to using a window-size-
3 context vector model trained on the word segmented
monolingual Chinese gigaword corpus, for estimating
the phrasal similarity of the semantic role fillers, rather
than investigating which combination of window-size,
similarity function and phrasal aggregation function that
would perform the best in evaluating Chinese.

3.4. Submitted systems

For the English-Chinese TED talks MT task, we sub-
mitted translation output from three systems. The pri-
mary system is our MEANT-tuned Moses flat phrase-
based MT system and the two contrastive systems are
the BLEU-tuned Moses flat phrase-based and BLEU-
tuned Moses hierarchical phrase-based systems. In this
paper, we have also include our latest results on theMEANT-
tuned Moses hierarchical phrase-based system.



Table 1: Translation quality of the participated English-Chinese MT systems on the IWSLT 2013 test set where (p)
indicates our primary submission; (c1) and (c2) indicate the two contrastive submissions and (n) indicates our not-
submitted system.

char-level word-level
official official internal

System BLEU TER BLEU TER BLEU TER NIST WER PER CDER MEANT
(p) MEANT-tuned flat 18.66 70.36 10.85 78.12 11.44 79.24 4.25 83.07 64.80 77.04 25.65
(c1) BLEU-tuned flat 18.08 72.00 10.38 82.02 10.93 83.58 4.06 87.19 69.07 81.03 24.88
(c2) BLEU-tuned hier 18.02 72.12 10.37 81.80 10.88 83.63 4.05 87.16 69.44 81.07 23.98
(n) MEANT-tuned hier — — — — 11.83 72.31 4.59 76.09 58.86 70.78 25.72

Table 2: Translation quality of the participated English-Chinese MT systems on the IWSLT 2012 test set where (p)
indicates our primary submission; (c1) and (c2) indicate the two contrastive submissions and (n) indicates our not-
submitted system.

word-level (internal)
System BLEU TER NIST WER PER CDER MEANT
(p) MEANT-tuned flat 10.89 81.20 4.18 84.61 67.54 79.38 24.24
(c1) BLEU-tuned flat 10.65 86.23 3.98 89.33 72.81 84.17 23.76
(c2) BLEU-tuned hier 10.47 86.53 3.95 89.56 73.34 84.34 22.37
(n) MEANT-tuned hier 9.04 78.33 3.73 81.42 66.15 76.60 22.93

For the Chinese-English TED talksMT task, we sub-
mitted translation output from four systems. In addition
to the primary MEANT-tuned Moses flat phrase-based
MT system and the two contrastive BLEU-tuned Moses
flat phrase-based and BLEU-tuned Moses hierarchical
phrase-based systems, we have also submitted transla-
tion output from the contrastive MEANT-tuned Moses
hierarchical phrase-based system.

4. Results

Table 1, 2, and 3 show that the MEANT-tuned systems
in the English-Chinese TED talks MT task achieves sig-
nificantly better scores than the two contrastive BLEU-
tuned systems across all evaluation metrics on all three
test sets. The results is surprising because MEANT-
tuned system beats BLEU-tuned systems even onBLEU,
the metric which the BLEU-tuned systems are highly
optimized on. This encouraging results confirm that
MEANT is a better metric for evaluating and tuningMT
system on Chinese.

Table 4, 5 and 6 show that the BLEU-tuned systems
in the Chinese-English TED talks MT task only per-
forms well on BLEU, the metric which they are highly
optimized on. However, MEANT-tuned systems beats
the BLEU-tuned systems on other evaluation metrics
across all three test sets. More precisely, MEANT-tuned
Moses flat phrase-based system achieves the best error
metric scores (TER, WER, CDER) while the MEANT-

tuned Moses hierarchical phrase-based system achieves
better scores in NIST, PER and METEOR. This results
show that tuningMT system against BLEUwould easily
result in overfitting instead of producing good transla-
tion in practice. On the other hand, since a highMEANT
score rely on correct lexical choices as well as syntac-
tic and semantic structures, tuning MT systems against
MEANT would hardly result in overfitting while pro-
ducing translations that more robustly express themean-
ing in the original input accurately.

5. Conclusion

In this paper, we have presented the first ever results that
tuning a MT system for translating into Chinese against
MEANT significantly improves translation quality, in-
stead of tuning against BLEU. MEANT-tuned English-
ChineseMT system successfully achieves the best scores
across commonly used metrics on all test sets. Since a
high MEANT score rely on correct lexical choices as
well as syntactic and semantic structures, tuning MT
systems against MEANT would hardly result in overfit-
ting while producing translations that more robustly ac-
curately express the meaning in the original input. This
effect is more obvious when we are translating into a
non-English language.

We have to point out that in this feasibility study we
have doneminimal adaptation on the settings ofMEANT
for evaluating Chinese. We expect the performance of



Table 3: Translation quality of the participated English-Chinese MT systems on the IWSLT 2011 test set where (p)
indicates our primary submission; (c1) and (c2) indicate the two contrastive submissions and (n) indicates our not-
submitted system.

word-level (internal)
System BLEU TER NIST WER PER CDER MEANT
(p) MEANT-tuned flat 12.24 79.56 4.39 82.42 65.66 77.28 25.87
(c1) BLEU-tuned flat 11.12 85.12 4.12 87.94 71.44 82.57 25.33
(c2) BLEU-tuned hier 10.89 83.63 4.05 87.16 69.44 81.07 23.16
(n) MEANT-tuned hier 10.14 76.66 3.96 79.21 64.20 74.41 23.51

Table 4: Translation quality of the participated Chinese-English MT systems on the IWSLT 2013 test set where cased
and uncased BLEU and TER are the official results. (p) indicates our primary submission; (c1), (c2) and (c3) indicate
the three contrastive submissions. MET stands for METEOR.

cased uncased
official official internal

System BLEU TER BLEU TER BLEU TER NIST MET WER PER CDER MEANT
(p) MEANT-tuned flat 9.58 74.82 10.17 73.75 10.61 73.82 4.57 42.49 75.66 58.97 70.81 31.42
(c1) MEANT-tuned hier 10.20 75.92 10.79 74.83 11.29 74.59 4.65 43.05 77.32 58.96 71.73 32.50
(c2) BLEU-tuned flat 10.16 76.05 10.84 74.88 11.32 74.54 4.65 43.24 77.05 58.94 71.70 31.46
(c3) BLEU-tuned hier 10.24 76.95 10.90 75.76 11.41 75.17 4.62 43.30 78.07 59.72 72.39 31.86

MEANT-tuned systems to be even better when the op-
timal settings are used. This encouraging results show
that using MEANT is a promising alternative to BLEU
in both evaluating and tuning MT systems to drive the
progress of MT research across different languages.
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