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1. Introduction

References to temporal and spatial locations are ubiquitous in natural language
communication. Speakers position events in time in terms of relationships in a cal-
endar, and they describe the spatial positions of entities in terms of relations with
other known entities, or within an accepted frame of reference (contextual, or geo-
graphical). In both cases, speakers can take their positions in time and space into
account. Temporal descriptions in natural language tell us when events happened,
and in what order, how long they last, and their distance in time from the speech
time. Spatial descriptions tell us where entities are located, how far away they are,
their spatial configurations with respect to each other, and their size and shape. This
wealth of spatial and temporal information in natural language has stimulated a great
deal of interest in leveraging such information in practical applications. For exam-
ple, in information retrieval, there has been considerable emphasis on geo-location
(Cheng et al., 2010; Roller et al., 2012), as well as using temporal information for
improved search and browsing (Alonso et al., 2011). In natural language question-
answering, users can receive answers to questions such as when an event occurred,
or which events occurred prior to a particular event (Saquete et al., 2009). Systems
also can rank answers by considering places mentioned in them that are associated
with places in the question, as in IBM’s DeepQA 1. In information extraction, systems
can extract and plot the geographical distributions of events such as natural disasters,
weather, and disease outbreaks from news articles and display them on interactive
maps, e.g., Health Map from ProMed 2. Such research relies in part on accurate dis-
ambiguation and geo-location of place-names (e.g., Garbin and Mani, 2005; Mani
et al., 2010; Roller et al., 2012). In medical information extraction from clinical
narrative reports, Hripcsak et al. (2009) have mined duration assertions (like “three
weeks ago”) and determined their uncertainty by correlating them with facts from a
structured clinical database. In summarization within an information retrieval setting,
Allan et al. (2001) have explored temporal summaries of news topics, and Aker et al.

1. http://www-03.ibm.com/innovation/us/watson/building-watson/
how-watson-works.html.
2. http://healthmap.org/promed/
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(2012) have examined summarization of documents relevant to geo-tagged images for
improved indexing in image retrieval. In generating weather forecasts, spatial and
temporal information in structured data has been mapped to natural language descrip-
tions (Turner et al., 2010). For navigation, Vogel and Jurafsky (2010) have trained
a system to follow navigational spatial directions found in an annotated corpus, the
HCRC Map Task Corpus (Anderson et al., 1991). In computer graphics and scene
generation, Coyne and Sproat (2001) have taken spatial configurations in text and ren-
dered them in graphical displays; Åkerberg et al. (2003) take natural language accident
reports and process temporal and spatial information in them to generate animations.
The spate of recent work in annotation and evaluation in this area has helped to move
from essentially theoretical models in the 1990s to arrive at research that has a more
empirically justified foundation. The objective of this special issue is to present new
developments in the processing of temporal and spatial information in language, from
theoretical, practical and methodological points of view.

2. Linguistic Challenges

To address the needs of applications such as the ones above, the sheer variety of
spatial and temporal expressions in natural language is something that has to be con-
fronted. Dates and times, explicit temporal relations (e.g., “before”, “simultaneous”,
etc.), and tense and aspect information have to be analyzed in the face of considerable
variation in the manner in which they are expressed in different languages. For exam-
ple, some languages lack tense altogether and rely instead on modals to distinguish
between “real” events and others, while others have weak tense systems but rich as-
pect marking (Comrie, 1985; Mani et al., 2005). Events in narrative can be described
in their order of occurrence, but more often, the text order is different from the under-
lying order. Rules for constructing partial orderings of events given a natural language
discourse have been the subject of much research. In Discourse Representation Theory
(DRT) (Kamp and Reyle, 1993), rules that take into count tense and aspect have been
developed within a compositional semantics that include, as defaults, the narrative or-
dering rule (past tense events succeed each other) and the stative rule (statives overlap
with the event in the adjacent clause). In turn, spatial information is expressed by a
variety of linguistic devices that vary greatly across languages, and can express both
topological relations (“inside”, “at”, “along”, etc.) and orientation relations (“to the
left”, “above”, “east”, etc.), size, shape, etc. These orientation relations involve mul-
tiple coordinate systems (or frames of reference) that are distributed unevenly across
languages (Levinson, 2003). In the absolute frame of reference, the relation between
two spatial entities (figure and ground) involves a coordinate system anchored to fixed
bearings that is centered on the ground entity (e.g., “Iran is west of India”). In the in-
trinsic frame, the coordinate system is centered on the ground object, viz., “the child
is in front of the TV”. In the relative frame, e.g., “the lamp is in front of the TV”,
the relation between figure and ground is seen from the point of view of a coordi-
nate system centered on the viewer, though a second system centered on the ground
entity may also be present. There is thus a considerable challenge in distinguishing,
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from natural language descriptions, the frames involved, given the resources available
to express them in the particular language, and a further challenge in representing
their semantics. Language does more than simply describe static spatial configura-
tions and temporal orderings of events. Descriptions of moving objects are common
in language, and this involves, from a processing standpoint, identifying the event, the
moving object, the path traversed through space (including the medium), the temporal
characteristics, and the manner of movement. In turn, extracting such information re-
quires taking into account the two distinct ways in which languages express concepts
of motion: verb-framing and satellite-framing (Talmy, 1985; Talmy, 2000). In verb-
framing, found in French and other Romance languages, as well as Semitic languages,
Turkish, etc., the verb has a morpheme that conflates the path of motion, whereas the
manner is optionally expressed by adjuncts. In satellite-framing, found in English and
other Germanic languages as well as Slavic languages, the main verb conflates the
manner or cause of motion, whereas the path is expressed by “satellites” involving
particles and adjuncts. Natural language processing systems must be able to unpack
language-specific path and manner information within a compositional semantics, in
order to construct a proper characterization of the motion. Asher and Sablayrolles
(1995) and Muller (1998) offer systematic classifications of motion verbs in terms of
a lexical semantics that hinges on particular spatiotemporal primitives. In addition to
representing specific types of temporal and spatial relationships, systems must address
the context-dependence, vagueness and ambiguity inherent in the use of natural lan-
guage. Most temporal and spatial references depend on the prior discourse context.
References to seasons or expressions of proximity (“near”, “almost”) involve fuzzy
boundaries and implicit scales. Some linguistic information may be implicit or ab-
sent (for example, many events described in a narrative may not have times explicitly
associated with them), and often the information is present but ambiguous; for ex-
ample, there is a need to disambiguate between different referents for a place name
e.g., “Victoria”), to distinguish spatial versus temporal senses of prepositions like “be-
fore”, to determine whether “on the left” means the relative frame (the viewer’s left)
or the intrinsic frame (the object’s left, assuming it has one). The interdependence be-
tween temporal interpretation and discourse structure has long been noted (Hitzeman
et al., 1995; Asher and Lascarides, 1993).

3. Temporal and Spatial Ontology

3.1. Introduction

The representations that natural language maps to must be precise enough to sup-
port the inferential needs of the application. The temporal and spatial information
from language must be represented in terms of entities such as events, times, temporal
relations, as well as places, paths, and spatial relations. It is worth bearing in mind,
however, that many of the distinctions made in language, such as between figure and
ground, are more or less ignored in formalizations, which treats relations between
pairs of entities that are interchangeable. Similarly, parthood is often intransitive in
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natural language, topological relations (like “on”) involve support relations, and ori-
entation relations like “above” or “in front of” can depend on the typical use of the
ground object (Herskovits, 1986). These functional notions are largely ignored in for-
mal ontologies. Given that ontologies for space and time have been the focus of much
research in logic and AI, a survey of these is not possible in this short introduction;
see the References for more details. Instead, we provide an overview of some of the
key issues in representation, commenting on the adequacy and expressiveness of the
representation from a natural language standpoint.

3.2. Time

In the case of time, one may choose to treat intervals as primitive, as in the interval
calculus of Allen (1983). There, 13 qualitative relations between intervals are defined
in terms of a single relation of contiguity, called “meets”, between one time interval
and another. The interval calculus has been formalized in terms of first order logic
(Van Benthem, 1983; Allen and Hayes, 1985); the latter axiomatization specifies that
the meets (i.e., meetings) of intervals are unique, that pairs of intervals meet in linear
order, that the union of every pair of intervals exist, and that time is infinite while
intervals are finite. Other models, which treat time as finite, or bounded, in the past,
future, or both, are of course clearly possible. The interval calculus has been extremely
popular in AI and especially so for NLP. Whether these 13 relations are sufficient to
address the varieties of temporal relations expressed in natural languages by expres-
sions such as “after”, “during”, “while”, etc. is an open question, but there is so far
every reason to believe that no language makes a distinction that is not expressible us-
ing the underlying set of 213 different disjunctions of possible temporal relations. It is
more likely that the calculus is too fine-grained; for example, “meet” may not typically
be part of commonsense reasoning from language (Mani et al., 2003). Alternatively,
one might start with intervals as sets of points, i.e., instants, so that, say, an interval
is any convex set of instants. In that case, one has to face the criticism that points
are not central to commonsense inference, especially from natural language. From a
technical standpoint, it also means contending with some representational messiness,
in terms of deciding whether an instant is the end-point of one interval or the start-
point of another. A more ontologically agnostic approach is found in Galton (1990),
where instants both limit intervals and are (properly) within intervals, while refraining
from committing to whether intervals are constituted of instants. In addition to the in-
stant/interval representation and temporal boundedness, other key issues for time have
to do with whether it is discrete or continuous, and whether it branches, in the past or
future. For these latter issues, natural language does not offer any clear prescriptions;
it is worth noting that branching pasts as well as futures are quite common in hypothet-
ical reasoning in natural language, as in the example of “regret” and “hope”. Logics
for branching time include the system of McDermott (1982), and Computational Tree
Logic (Huth and Ryan, 2004). Last but not least, representations of time have to be
able to deal with tense distinctions in natural language, distinguishing, say, between
past perfect and simple past tense. Two approaches have been taken to representing
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tense: (i) as a set of constraints involving relationships among speech times, event
times, and reference times (Reichenbach, 1947), where the times in question are in-
stants; (ii) as an operator in a logic that shifts the truth conditions of propositions (for
example, [Past X] is true at a time instant t if there is a time instant t’ prior to t such
that X is true at time t’) (Prior, 1967). While Reichenbach’s scheme has been applied
to numerous languages, Prior’s tense logic is more computational in nature. However,
the latter allows free iteration of tense operators that results in overgeneration, express-
ing tenses that cannot exist in any language, while also failing to distinguish between
present perfect and simple past tense. For more on logics of time, see Van Benthem
(1983).

3.3. Space

The choices among primitive representations for space parallel the distinctions
made for time, but there are specific differences from the temporal domain, the most
salient of which is the increase in dimensionality. If regions are considered to be sets
of points, two regions can be said to be connected if the intersection of their closures
is non-null. The possible relations between the interior, exterior, and boundary of
one region and those of the other region (where the regions in question are 2D, one-
piece, without holes), give rise to the 9 relations of the 9-Intersection Calculus (9IC)
(Egenhofer, 1991). Alternatively, if regions are taken as primitive, a primitive notion
of connectedness can in turn be used to define relations of parthood, equality, and over-
lap between regions, giving rise to the 8 underlying relations of the Region Connection
Calculus (RCC-8) (Randell et al., 1992). These relations can be mapped to topological
relations in natural language, expressed by senses of prepositions such as “in”, “on”,
etc, if functional factors mentioned above are left aside. Another spatial distinction (a
spatial analogue, in a sense, of tense) has to do with orientation, as expressed by “to
the left”, “above”, etc. Here, spatial calculi have considered primitive entities such as
regions and points, as well as lines. For example, in the Cardinal Direction Calculus
(Skiadopoulos and Koubarakis, 2005), which can be used to model the absolute frame
of reference, there are 511 relations between regions laid out contiguously in a grid.
For the intrinsic frame, the Dipole Calculus (Moratz et al., 2011) considers 24 under-
lying relations between points and oriented lines. For modeling the relative frame, the
Double Cross Calculus (Freksa, 1992) considers 17 relations between figure, ground
and viewer, each considered as points. As indicated by the varying numbers of rela-
tions above, the formal representation is sometimes too coarse-grained to distinguish
natural language meanings, while in some cases the formal representation makes dis-
tinctions that are not needed for representing natural language. For background on
spatial logics, see Aiello et al. (2007), and more generally on qualitative representa-
tions for space, see Cohn and Renz (2007).
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3.4. Events

Events can be treated as atomic, or can form clusters, or be expressed in terms of
hierarchies as part of plans. For example, a terrorist event may have different sub-
classes, such as a bombing, a plane crash, etc., and an event of manufacturing an
airplane can involve thousands of different sub-events. At an atomic level, events in-
volve changes of state, and this dynamic property differentiates them from states per
se. Further, while states (such as “knowing”) are individuated in that every subinter-
val of the state has the same properties, events do not have such a strong subinterval
property. In AI reasoning formalisms such as the event calculus (Kowalski and Ser-
got, 1986), events are temporally anchored, in that they happen at a particular time
instant, and events also initiate and terminate the properties that hold for an individ-
ual in a given state; thus “give” is modeled as a transfer of possession. In planning
formalisms, in addition to taking the temporal durations of events into account, events
have specific pre-conditions (tests) and post-conditions (updates) that can result from
the event’s execution. The interval calculus as elaborated in Allen (1984) distinguishes
between properties that hold at a time interval, and events that occur during the inter-
val (specifically, the maximal interval during which the event occurs). A nice property
of the interval calculus is that in addition to event anchoring, event ordering naturally
falls out of the temporal relations between intervals during which the events occur.
This makes it again especially relevant to modeling the ordering of events in narrative.
However, as pointed out by Galton (1990), the interval calculus, unlike his own hybrid
instant-interval ontology, fails to adequately model continuous motion; thus, it fails to
distinguish between “John is in San Francisco” and “John is at rest in San Francisco”.

3.5. Paths and Motion

Paths are crucial for the representation of the spatiotemporal trajectories of motion
events as well as references to purely spatial routes (e.g., “the road from Chiang Mai
to Sukkothai”). Spatiotemporal paths can be viewed as temporal orderings of spa-
tial configurations; thus each configuration can be modeled in a spatial calculus while
the ordering can be modeled in a temporal calculus, as in Galton (2000) which uses
RCC-8 for the spatial component. The approach of Dynamic Interval Temporal Logic
(Pustejovsky and Moszkowicz, 2011) is similar to Galton’s, but views interpreting
of the meaning of a motion expression in natural language as creating an executable
program. Movement is represented in terms of a basic change-of-location predicate
that is used to further define directed movement and path predicates (like “enter”).
To address relative motion, some authors have proposed spatio-temporal theories pro-
viding either purely topological calculi (Muller, 1998; Bennett et al., 2000) or with
the integration of orientation change, such as in the Qualitative Trajectory Calculus of
Van de Weghe (2004), where the positions of two objects at different moments in time
are compared, using both RCC-8 and the Double-Cross Calculus. By representing
different values of the RCC-8 relation of DC, i.e., disconnection among regions, it is
possible to model relative motions described by “approach”, “follow”, etc. For more
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on qualitative calculi for representing motion and their expressiveness in capturing
natural language distinctions, see Mani and Pustejovsky (2012).

4. Issues

4.1. Granularity

Ontologies for time and space should ideally be augmented with various mecha-
nisms to support reasoning at different levels of granularity. For example, it is often
necessary to carry out temporal arithmetic that compares times that have different
granularities (such as weeks and months), or to deal with combinations of different
types of representations, e.g., topological and orientation calculi (for prepositions like
“over”, which involve both aspects), or mixing of bounding boxes or other regions
with points (Papadias et al., 1995). Finally, spatial ontologies require integration with
gazetteers and other database resources used in GIS systems. Most of the qualitative
frameworks mentioned previously have variants in which the information expressed
is underspecified, by conflating predicates with neighbouring semantics (e.g. the rela-
tions “starts”, “during” and “finishes” in Allen relation could be conflated in a single
“is included” relation).

4.2. Annotation

Annotation schemes that represent linguistic information need to be expressive
enough to capture the information needed for the task or application. At the same
time, they need to be sufficiently lightweight to allow for annotation with high relia-
bility. Ideally, they should be extensible to multiple languages at a relatively low cost.
Annotation schemes like TimeML (Pustejovsky et al., 2005), which represents events
and times as intervals, with 13 temporal relations between them, the TIMEX2 specifi-
cation for time expressions (Ferro et al., 2005), and SpatialML (Mani et al., 2010)
have been proven to be extensible across languages. Extensions to TimeML and
SpatialML to handle vagueness and imprecision have also been explored (Snoussi
et al., 2012). While TIMEX2 and SpatialML have been reliably annotated, TimeML
in particular is hard to annotate reliably, with agreement among annotators on tempo-
ral relations being around 50% (Mani et al., 2006). To address this, more constrained
annotation procedures have been considered, such as guiding the event pairs to be con-
sidered (Bethard et al., 2012), allowing for more coarse-grained annotation (Bramsen
et al., 2006) or focusing on the most reliable relations in existing data (Chambers and
Jurafsky, 2008).
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4.3. Data

The annotation of corpora with time expression tags (either TIMEX2, or TIMEX3
as used in TimeML) has been carried out on a variety of languages, including Ara-
bic, Chinese, English, French, Hindi, Italian, Korean, Persian, Portuguese, Spanish,
Swedish, and Thai. The scheme has been applied to news, scheduling dialogs, email,
parliamentary meetings, medical narratives, accident reports, fiction, etc. “Time-
banks” based on TimeML have been created originally for English (Pustejovsky
et al., 2003), but also for Catalan (Saurí and Badia, 2012), French (Bittar et al., 2011),
German (Spreyer and Frank, 2008), Italian (Caselli et al., 2011), Korean, Portuguese
(Costa and Branco, 2012), Romanian (Forascu and Tufi, 2012), and Spanish (Nieto
et al., 2011), among others. Bethard et al. (2012) have released their restricted anno-
tation on a set of short stories for children. Annotated corpora for spatial information
is still scarcer, but SpatialML corpora have been created for Mandarin Chinese and
English (Mani et al., 2010).

4.4. Evaluation

While there has been considerable progress in terms of evaluation campaigns at
least for temporal tasks, e.g. TempEval (Verhagen et al., 2010), there is no agreed upon
methodology for many subtasks in the field. In particular, for event ordering, authors
aim at various levels of complexity, either considering all distinct pairs of events (Mani
et al., 2006), pairs of successively described events (Mani et al., 2003), same-sentence
events (Lapata and Lascarides, 2006) (now also tasks in the Tempeval campaigns).
Larger groups of events (and event hierarchies) have generally been avoided, with
some notable exceptions (Bramsen et al., 2006; Chambers and Jurafsky, 2008; Denis
and Muller, 2011), as the task is much more complex, and because it is harder to fix
a reference annotation (in particular, different temporal graphs can implicitly agree
because of inference issues). For spatial tasks, there have been only a few evaluation
campaigns, including GeoCLEF (Mandl et al., 2008), LogCLEF (Mandl et al., 2009),
and SemEval (Kordjamshidi et al., 2012).

4.5. Inference

Temporal and spatial relations have semantic properties that humans take into con-
sideration when they annotate. For instance, order and inclusion are transitive, and a
temporal or a spatial situation can be fully described concisely with only a few predi-
cates. These properties have, historically, motivated the use of well-studied inference
frameworks such as constraint systems based on interval algebras (e.g., the interval
calculus, RCC-8, etc.). However, they complicate evaluation, as they require a ref-
erence scheme that includes both annotation and inferred relations, and in addition,
such inferred relations may bias classical evaluation measures. Some authors have ex-
plicitly addressed this problem by proposing tailored evaluation procedures (Tannier
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and Muller, 2011; UzZaman and Allen, 2011). Finally, the issue of efficiency of infer-
ence related to temporal and spatial relations is crucial; for more on this see Van Beek
(1992) and Kontchakov et al. (2008).

5. Papers

This special issue’s papers focus more on spatial problems than temporal ones,
perhaps reflecting the more recent interest of NLP researchers on this important field,
which is growing in interest motivated in part by the widespread use of GIS and
location-aware services. The temporally oriented papers focus on isolating the most
important pieces of information, either dates, events or event relations, contrasting
with the more common approaches which tend to be exhaustive. Kessler et al. aim
at building chronologies, summaries of important events, and they detect dates from
news corpus, using syntactic patterns and handmade interpretation rules. They also
use frequency and informativity measures to estimate their importance, or saliency, as
events related to such dates are indexed, and by machine learning trained on manually
written chronologies. They evaluate the interest of this approach on French and En-
glish data, both by comparing the resulting chronologies to manually built ones and
also by human judgments of the selected dates. Good inter-annotator agreement on the
latter seems to validate the usefulness of the notion of salient dates. Marsic focuses on
the difficult task of selecting relevant relations between events, a heavily biased prob-
lem that has resisted recent efforts, since most event pairs bear no explicit relation in
a document. There is also low inter-annotator agreement on this aspect, and Marsic
aims at improving the results at least on sentence-internal event pairs, since they are
the most numerous. She lists a number of syntactic rules that can be used to deter-
mine the relation between two events in that context, implements them to obtain high
accuracies on the TimeBank corpus, and also advocates for similarly more detailed
guidelines for annotators.

The spatially oriented papers cover diverse issues, from extraction of spatial infor-
mation (places descriptions) to geolocalisation for navigation or semantic interpreta-
tion. Pustejovsky et al.’s paper builds on the TimeML and SpatialML specifications,
integrating them into a new framework, ISO-Space 1.4. It represents qualitative spa-
tial relations and distances between locations, as well as paths of objects in motion.
The annotation of data using the specification, when carried out, can allow for richer
integration of language annotation and spatial reasoning than has hitherto been pos-
sible. Moot’s paper analyzes motion and path expressions in 19th Century French
travelogues. His system uses a compositional semantics framework that subscribes
to the temporal ordering framework of DRT, with a spatial semantics that allows for
RCC-8 relations among atomic regions (paths here are construed as regions) as well as
more complex Boolean combinations of regions, as in Kontchakov et al. (2008). His
lexical semantics for motion verbs leads to a revision of the classification of Asher and
Sablayrolles (1995). Gaio et al. focused on the extraction of spatial descriptions that
can be mapped to locations in a geographical ontology, for better document indexing.
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Lexical and syntactic pattern matching is used to feed a semantic process where spatial
relations are interpreted to place locations with respect to known landmarks. Motion
descriptions also help to isolate the relevant pieces of information in their corpus of
travel journals, the same used by Moot. Blaylock et al. describe a dialogue system
for navigation which maps street-level natural language path descriptions to synchro-
nized GPS tracks. It is based on their PURSUIT corpus of annotated geospatial path
descriptions, acquired from a task where cars with microphones and GPS follow one
another. Their approach integrates natural language understanding with path finding
methods such as graph search and particle filtering.
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