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Abstract

This paper describes our methods used in the NAIST-NICT
submission to the International Workshop on Spoken Lan-
guage Translation (IWSLT) 2012 evaluation campaign. In
particular, we propose two extensions to minimum bayes-
risk decoding which reduces a expected loss.

1. Introduction
Minimum Bayes-Risk (MBR) decoding has been proposed
for statistical machine translation (SMT) to minimize ex-
pected loss of translation errors under loss functions that
measure translation performance (Kumar and Byrne, 2004).
Those loss functions are the inverse of evaluation metrics like
BLEU (Papineni et al., 2001) and NIST (Doddington, 2002).

MBR outputs translations that are similar to the other
translations in the n-best list, as this reduces the expected
loss if one of these other translations is actually the correct
answer (see Section. 2 for details).

We extend the MBR decoding with two methods: consid-
ering similarity of each translation to the Maximum A Pos-
teriori (MAP) translation and using training sentences pairs
that is similar to the input sentence for decoding.

The proposed methods are used in the NAIST-NICT sys-
tem for the International Workshop on Spoken Language
Translation (IWSLT) 2012 evaluation campaign. We partic-
ipated in the OLYMPICS Task, which is from Chinese to
English.

2. Minimum Bayes-Risk decoding
2.1. MAP decision rule

MAP decoding finds the most likely translation Ê from trans-
lation candidate Ej given the input sentence F . The MAP
translation of F is defined by

Ê = argmax
Ej

P (Ej |F ) (1)

This is the traditional decision rule.

2.2. MBR decision rule

Let F and E be the source and target sentences, the MBR
decoding is defined as follows.

Ê = argmin
Ei

∑
Ej

L(Ej , Ei)P (Ej |F ) (2)

Ei is the i-th output sentence of the n-best translations.
P (Ej |F ) is the probability of translation Ej given F .
L(Ej , Ei) is the loss function. This loss function will be
defined in Section 2.3.

Note that P (Ej |F ) can be scaled by

P (Ej |F ) =
exp (αH(Ej , F ))∑
Ek

exp (αH(Ek, F ))
(3)

H(·, ·) is the weighted overall score. The scaling factor α lies
in [0,∞). If α is smaller, P becomes equal. If α is larger, P
becomes uneven.

2.3. BLEU

We use BLEU as the loss function. BLEU is defined by

BLEU(Ej , Ei) = BP× exp(
1

4

4∑
n=1

log pn(Ej , Ei)) (4)

where pn is the n-gram precision of Ej given Ei as the ref-
erence. BP is the brevity penalty.

The loss function is defined by

L(Ej , Ei) = 1−BLEU(Ej , Ei) (5)

We use a sentence-level BLEU score (Papineni et al., 2001).
To solve the problem that no matches make the sentence-
level BLEU score zero, we add one count to the n-gram hit
and total n-gram count for n > 1 (C. Lin et al., 2004). We
use the sentence-level BLEU score only for MBR decoding
and normal BLEU score for the translation results.

By the way, if the loss function is defined as follows, (2)
is as same as (1).

L(Ej , Ei) =

{
1 Ej = Ei

0 otherwise
(6)
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Figure 1: BLEU of MAP and MBR for development test set

MAP decoding is a special case of MBR translation where
the loss function is defined as the 0-1 loss function formula-
tion.

3. Considering similarity to MAP

In this Section, we introduce our first proposed method.

3.1. Observation

The motivation for the first proposed method is that we have
noticed that the BLEU scores of the MBR translations were
unstable with regards to different sizes of the n-best output.

Figure 1 shows to what extent the quality of the MBR
translation depends on the n-best size. As shown in the fig-
ure, the BLEU of MBR translations for n = 2 was better
than that of MAP translations on the development test set.
However, n �= 2 were inferior to those of MAP translations.

This observation made us conjecture that we need some
modification to standard MBR decoding.

3.2. Proposed method 1

We conjecture that considering the similarity to the MAP
translation is useful to obtain better translations, as the MAP
translation is generally better than the other translations. The
dotted line in Figure 2 indicates the BLEU scores of MBR
translations. The line ”1-best” represents the percentages of
MAP translations that used as MBR translations. As shown
in the figure, both lines gradually decreases as the n-best
size increases. This means that when the BLEU scores of
MBR translations are high, many of the MAP translations
are adopted in MBR translations.

To consider the similarity to the MAP translations, we
propose a method that limits the possible translations chosen
by MBR to those above a certain similarity to the MAP trans-
lation. In other words, we only choose candidates that satisfy
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Figure 2: The relation between the percentage of the MAP in
MBR and BLEU of MBR. The line ”1-best” represents the
percentages of MAP translations that used as MBR transla-
tions

the following constraint.

BLEU(EMAP , Ei) ≥ B1 (7)

where EMAP is the MAP translation and B1 is a threshold
which indicates the similarity to the MAP translation. The
sentence-level BLEU score (Papineni et al., 2001) also mea-
sures the similarity of MAP translations, because the loss
function applied BLEU and the translation results are also
measured by BLEU. Note that the n-best size, α and B1 are
decided by the development test set.

4. Using training data for MBR decoding

In this section, we introduce the second proposed method.

4.1. Motivation

Nearest neighbors choose the data which is nearest input
data. Nearest neighbors of the source sentences have been
used for tuning parameters (Utiyama et al. 2009, Liu et al.
2012). The second method uses nearest neighbors not for
tuning but for reranking.

4.2. Proposed method 2

We extended MBR decoding by referencing nearest neigh-
bors. This method is that when we use MBR decoding, we
make use of training sentence pairs that are similar to the
input sentence. In particular, we use nearest neighbor to im-
prove the probability estimate P (Ej |F ). This can be done by
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Table 1: Corpus statistics
Chinese English

Training Sentences 75,552
words 675,602 739,246

Tuning Sentences 1,007
words 5,973 10,413

Development test Sentences 1,050
words 5,840 10,364

defining the probability of P (Ej |F ) in the following form.

P (Ej |F ) =
∑
Fk∈ξ

P (Ej , Fk|F )

=
∑
Fk∈ξ

P (Ej |Fk, F ) P (Fk|F )

=
∑
Fk∈ξ

P (Ej |Fk) P (Fk|F ) (8)

ξ is defined by

ξ = {G : BLEU(G,F ) ≥ B2} ∪ (G ∈ F) (9)

where ξ is a collection of input training sentences above a
certain similarity to the input sentence. F is a collection of
input training sentences and input sentence F . B2 is a thresh-
old which indicates the similarity to the input sentence F . We
use sentence-level BLEU.

We interpret the probability of P (Fk|F ) as the probabil-
ity that the input sentence F can be changed to Fk. To use
sentence-level BLEU, we define P (Fk|F ) as

P (Fk|F ) =
BLEU(Fk, F )∑

Fl∈ξ BLEU(Fl, F )
(10)

P (Ej |Fk) is defined by

P (Ej |Fk) =

⎧⎪⎨
⎪⎩
1 Fk �= F and Ej = Fk

0 Fk �= F and Ej �= Fk

(3) Fk = F

(11)

where the probability is as same as normal MBR decoding as
(3) in Fk = F .

The advantage of this method is making use of more in-
formation. As this method uses not only n-best list of input
sentence but also training sentences pairs which is similar to
input sentence.

This method can be combined with Equation (7) to con-
strain the candidates. We call it ”proposed method 1+2”.

5. Results
5.1. Experiment conditions

For building the translation system, we used the phrase-based
Moses (Koehn et al., 2007) decoder. We used GIZA++ (Och

Table 2: The development and official BLEU score. Moses
default n-best size is 200 when we use Moses MBR decod-
ing. n=2 is the development set optimal value.

Dev Official
MAP (baseline) 17.56 17.29
MBR (n=200) 16.53 17.72
MBR (n=2) 17.72 17.30

Proposed 1 (non-scale) 17.81 16.96
Proposed 1 17.96 16.79
Proposed 2 17.82 17.45

Proposed 1+2 17.67 17.39
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Figure 3: MAP, MBR and proposed BLEU score of develop-
ment test set

and Ney, 2003) for word alignment and SRILM (Stolcke,
2002) for 5-gram language model. Minimum Error Rate
Training (Och, 2007) was used for tuning. We used the Stan-
ford word segmenter (Tseng et al., 2005) for Chinese seg-
mentation. We used the Peking University (PKU) Stanford
models.

We use OLYMPIC Task data: HIT (HIT Olympic Trilin-
gual Corpus) and BTEC (Basic Travel Expression Cor-
pus). For the training data, we used IWSLT BTEC.train.*,
IWSLT12 BTEC.devset* and IWSLT12 HIT.train.*. For
the tuning data, we used IWSLT12 HIT.devset2 IWSLT12.*,
and we used IWSLT12 HIT.devset1 IWSLT12.* for the de-
velopment test set data. Statistics computed over these data
sets are reported in Table 1.

5.2. Development test set

Table 2 shows the development BLEU score. Moses default
n-best size is 200 when we use Moses MBR decoding. n=2
is the development set optimal value. When using the MAP
similarity threshold over the development test set (proposed
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1), we use the following parameters: the MBR scaling factor
is 5, the MAP similarity threshold B1is 0.75, and the n-best
size is 50.

Figure 3 shows the proposed method is stable and does
not depend on the size of the n-best list. When n = 50,
we can obtain the best BLEU score. If the similarity is less
than 0.75, the graph looks like MBR and many translations
are normal MBR translations, because similarity to MAP is
not considered. If the similarity is more than 0.75, the graph
looks like MAP and many of translations are MAP transla-
tion. As the limiting condition becomes very severe. The
scaling factor 5 is the optimal value for the development test
set.

Table 2 shows the BLEU of the nearest neighbor method
also uses on the development test set (proposed 2). We use
the following parameters: MBR scaling factor is 5, the simi-
larity to the input sentence B2 is 0.7 and n-best size is 50.

5.3. Official test set

Table 2 also shows the official test set result. The proposed
method 1 is not better than the baseline by 0.5. However, the
proposed method 2 is better than the baseline by 0.16. The
proposed 1+2 is better than the baseline by 0.1.

6. Discussion

First, we discuss about the wrong result of the proposed 1. It
can be seen that the results for the MBR decoding for devel-
opment test set is not good. One of the reasons is that many
of MAP translations are good so considering the similarity to
MAP translation worked well. However, MBR decoding for
official test set is good. We guess that most MAP translations
did not have as good quality, and standard MBR translation is
stable in the size of the n-best list. So, considering similarity
to MAP translation made the result worse. We guess that the
proposed method 1 is a valid method for data in which MBR
decoding does not have a positive effect. In addition, we use
Word Error Rate (WER) for the loss function (5). However
the result of WER is worse than that of BLEU.

The proposed method 2 is effective for this official test
set. However proposed method 1+2 is not better than method
as method 1 is not effective.

7. Conclusion

We participated in the OLYMPICS Task. Our system ex-
tended MBR decoding with two methods. The method using
training data for MBR decoding improved BLEU scores.
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