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Abstract

In spite of much ongoing research on ma-
chine translation evaluation there is little
quantitative work that directly measures
users’ intuitive or emotional preferences
regarding different types of machine trans-
lation errors. However, the elicitation and
modeling of user preferences is an im-
portant prerequisite for future research on
user adaptation and customization of ma-
chine translation engines. In this paper we
explore the use of conjoint analysis as a
formal quantitative framework to gain in-
sight into users’ relative preferences for
different translation error types. Using
English-Spanish as the translation direc-
tion we conduct a crowd-sourced conjoint
analysis study and obtain utility values for
individual error types. Our results indicate
that word order errors are clearly the most
dispreferred error type, followed by word
sense, morphological, and function word
errors.

1 Introduction

Current work in machine translation (MT) evalu-
ation research falls into three different categories:
automatic evaluation, human evaluation, and em-
bedded application evaluation. Much effort has
focused on the first category, i.e. on designing eval-
uation metrics that can be computed automatically
for the purpose of system tuning and development.
These include e.g. BLEU (Papineni et al., 2002),
position-independent word error rate (PER), ME-
TEOR (Lavie and Agarwal, 2007), or translation
error rate (TER) (Snover et al., 2006). Human
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evaluation (see (Denkowskie and Lavie, 2010) for
a recent overview) typically involves rating trans-
lation output with respect to fluency and adequacy
(LDC, 2005), or directly comparing and ranking
two or more translation outputs (Callison-Burch et
al., 2007). All of these evaluation techniques pro-
vide a global assessment of overall translation per-
formance without regard to different error types.

More fine-grained analyses of individual MT er-
rors often include manual or (semi-) automatic er-
ror annotation to gain insights into the strengths
and weaknesses of MT engines (Vilar et al., 2006;
Popovic and Ney, 2011; Condon et al., 2010; Far-
reus et al., 2012). There have also been studies of
how MT errors influence the work of post-editors
with respect to productivity, speed, etc. (Krings,
2001; O’Brien, 2011) or the performance of back-
end applications like information retrieval (Parton
and McKeown, 2010).

In contrast to this line of research, there is
surprisingly little work that directly investigates
which types of errors are intuitively the most dis-
liked by users of machine translation. Although
there is ample anecdotal evidence of users’ reac-
tions to machine translation, it is difficult to find
formal, quantitative studies of how users perceive
the severity of different translation errors and what
trade-offs they would make between different er-
rors if they were given a choice. User prefer-
ences might sometimes diverge strongly from the
system development directions suggested by auto-
matic evaluation procedures. Most automatic pro-
cedures do not take into consideration factors such
as the cognitive effort required for the resolution
of different types of errors, or the emotional re-
actions they provoke in users. For example, er-
rors that are inadvertently comical or culturally of-
fensive might provoke strong negative user reac-
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tions and should thus be weighted more strongly
by system developers when user acceptance is a
key factor in the intended application. On the other
hand, most users might expect, and thus be forgiv-
ing of, minor grammatical errors. A deeper insight
into which errors are perceived as the most egre-
gious for a particular machine translation appli-
cation (depending on language pair, domain, etc.)
is therefore crucial for improving user acceptance.
In addition, user adaptation and customization of
MT engines are emerging as important future di-
rections for machine translation research, and it is
necessary to develop principled strategies for elic-
iting and modeling user preferences. However, de-
spite a wealth of existing research on computa-
tional preference elicitation techniques little of it
has been applied to machine translation evaluation
research.

In this paper we explore the use of conjoint anal-
ysis (CA) to gain knowledge of users’ preferences
regarding different types of machine translation
errors. Conjoint analysis is a formal framework
for preference elicitation that was originally de-
veloped in mathematical psychology and is widely
used in marketing research (Green and Srinivasan,
1978). Its typical application is to determine the
reasons for consumers’ purchasing choices. In
conjoint analysis studies, participants are asked to
choose from, rate, or rank a range of products char-
acterized by different combinations of attributes.
Statistical modeling, typically some form of multi-
nomial regression analysis, is then used to infer the
values (“utilities” or “part-worths”) consumers at-
tach to different attributes. In a typical marketing
setup the attributes might be price, packaging, per-
formance, etc. In our case the attributes represent
different types of machine translation errors and
their frequencies. The outcome of conjoint anal-
ysis is a list of values attached to different error
types across a group of users, along with statistical
significance values.

In the remainder of this paper we will first give
an overview of the basic techniques of conjoint
analysis (Section 2), followed by a description of
the data set (Section 3) and experimental design
(Section 4). Results and discussion are provided in
Section 5. Section 6 concludes.

2 Conjoint Analysis

Conjoint analysis is based on discrete choice the-
ory and studies how the characteristics of a prod-

uct or service influence users’ choices and prefer-
ences. It is typically used to evaluate and predict
purchasing decisions in marketing research but
has also been used in analyzing migration trends
(Christiadi and Cushing, 2007), decision-making
in healthcare settings (Philips et al., 2002), and
many other fields. The assumption is that each
product or “concept” can be described by a set of
discrete attributes and their values or “levels”. For
example, a laptop can be described by CPU type,
amount of RAM, price, battery life, etc. CA gen-
erates different concepts by systematically varying
the combination of attributes and values and letting
respondents choose their preferred one. Clearly,
the most preferred and least preferred combina-
tions are known (e.g. a laptop with maximum CPU
power, RAM and battery life at the minimum price
would be the most preferred). The value of CA
derives from studying intermediate combinations
between these extremes since they shed light on
the trade-offs users are willing to make. In an ap-
propriately designed CA study, each attribute level
is equally likely to occur. For a small number of
attributes and levels, the total number of possible
concepts (defined by different combinations of at-
tributes) is generated and tested exhaustively; if
the number of possible combinations is too large,
sampling techniques are used. The total set of re-
sponses is then evaluated for main effects (i.e. the
relative importance of each individual attribute)
and for interactions between attributes.

Various different approaches to CA have been
developed. The traditional full-profile CA requires
respondents to rate or rank all concepts presented.
In choice-based conjoint analysis (CBC) (Lou-
viere and Woodworth, 1983) several different con-
cepts are presented, and respondents are required
to choose one of them. Finally, adaptive con-
joint analysis dynamically adapts and changes the
set of concepts presented to respondents based on
their previous choices. CBC is currently the most
widely used method of conjoint analysis, due to
its simplicity: respondents merely need to choose
one of a set of proposed concepts, as task which
is similar to many real-life decision-making prob-
lems. The disadvantage is that the elicitation pro-
cess is less efficient: respondents need to process
the entirety of information presented before mak-
ing a choice; therefore, it is advisable to only in-
clude a small number of concepts to choose from
in any given task. CBC is thus appropriate for con-
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cepts involving a small number of attributes.
The most frequently-used underlying statistical

model for CBC is McFadden’s conditional logit
model (McFadden, 1974). The conditional logit
model specifies the n possible concept choices as
a categorial dependent variable Y with outcomes
1, ..., n. The decision of an individual respondent
i in favor of the j′th outcome is based on a util-
ity value uij , which must exceed the utility val-
ues for all other outcomes k = 1, ..., n, k 6= j.
It is assumed that uij decomposes into a system-
atic or representative part vij and a random part
εij ; uij = vij + εij . A further assumption is that
the random components are independent and iden-
tically distributed according to the extreme value
distribution with cumulative density function

F (εij) = e−e
−εij (1)

The systematic part vij is modeled as a linear com-
bination β′X, where X = {x1, ..., xm} is a vector
ofm observed predictor variables (the attributes of
the alternatives) and β is a vector of coefficients
indicating the importance of the attributes. Then,
the probability that the i′th individual chooses the
j′th outcome, P (j|i), can be defined as:

P (j|i) = eβ
′Xij∑n

k=1 e
β′Xik

(2)

The β parameters are typically estimated by
maximizing the conditional likelihood using the
Newton-Raphson method. For basic CBC an ag-
gregate logit model is used, where responses are
pooled across respondents. In this case a single set
of β parameters is used to represent the average
preferences of an entire market, rather than indi-
viduals’ preferences. This implicitly assumes that
respondents form a homogeneous group, which is
typically not correct. This oversimplification can
be circumvented by applying latent class analysis
(Goodman, 1974), which groups respondents into
homogeneous subsets and estimates different util-
ity values for each one.

There are numerous advantages to using a for-
mal analysis framework of this type rather than
simply questioning users about their experience.
First, for a complex “product” like machine trans-
lation output, users are notoriously poor at analyz-
ing their own judgments and stating them in ex-
plicit terms, especially when they lack linguistic
training. It has been noted in the past that it is often
difficult for human evaluators to assign consistent

ratings for fluency and adequacy, leading to low
inter-annotator agreement (Callison-Burch et al.,
2007). Requiring users to rank the output from dif-
ferent systems has proven easier but, as discussed
in (Denkowskie and Lavie, 2010), it is still diffi-
cult for evaluators to produce consistent rankings.
By contrast, the CA framework used here only re-
quires the choice of one out of several possibilities.
Users are not asked to provide an objective ranking
of several translation possibilities but a single, per-
sonal choice, which is an easier task. Furthermore,
the choice-based design provides a way of observ-
ing trade-offs users make with respect to different
types and numbers of errors. For instance, from the
user’s point of view, do three morphological errors
in one sentence count as much, more, or less than a
single word-sense error? Second, CA provides nu-
merical values (“utilities” or “part-worths”) indi-
cating the relative importance of different features
of a machine translation output. These might be
helpful in machine translation system tuning pro-
vided that different error types can be classified au-
tomatically. Third, it is also possible to analyze in-
teractions between different attributes, e.g. the ef-
fect that a certain combination of errors (e.g. both
word order and word sense error present in one
sentence) has vs. other combinations. Fourth, dif-
ferent techniques exist to segment the population
into different user types (or ’market segments’)
and estimate different utility values for each. How-
ever, in this paper only aggregate conjoint analysis
will be used, where preferences are analyzed for
the entire population surveyed.

2.1 Conjoint analysis for eliciting machine
translation user preferences

When applying the conjoint analysis framework to
machine translation evaluation we treat different
machine translations as different products or ”con-
cepts” between which users may choose. We as-
sume that users clearly prefer some machine trans-
lations over others, and that these preferences are
dependent on the types and frequencies of the er-
rors present in the translation. Thus, error types
serve as the attributes of our concepts and the
(discretized) error frequencies (e.g. high, medium,
low) are the levels. Note that there may be other
features of a translation (e.g. sentence length) that
may affect a user’s choice – these are not consid-
ered in this study but they could easily be included
in future studies.
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In contrast to most standard applications of con-
joint analyis a particular combination of attributes
defines not only a single concept but a large set of
concepts (alternative translations of a single sen-
tence, or multiple sentences). It is therefore useful
to consider a representative sample of sentences
for each combination of attributes. Thus, com-
pared Eq. 2 we have another conditioning variable
s ranging over sentences:

P (j|i, s) = eβ
′Xijs∑n

k=1 e
β′Xijs

(3)

Our procedure for this study is as follows. First,
we select the error types to be investigated. This
is done by manually annotating machine transla-
tion errors in our data set and selecting the most
frequent error types. The different error frequen-
cies are quantized into a small number of levels for
each error type. We then generate different profiles
(combinations of attributes/levels) and group them
into choice tasks – these are the combinations of
profiles from which respondents will choose one.
Respondents’ choices are gathered through Me-
chanical Turk. Finally, we estimate a single set of
model parameters, aggregating over both respon-
dents and sentences, and compute statistical sig-
nificance values. Additionally, we perform predic-
tion experiments, using the estimated utility values
to predict users’ choices on held-out data.

3 Data

The data used for the present study was collected
as part of a research project on applying machine
translation to the public health domain. It con-
sists of information materials on general health and
safety topics (e.g. HIV, STDs, vaccinations, emer-
gency preparedness, maternal and child health, di-
abetes, etc.) collected from a variety of English-
language public health websites. The documents
were translated into Spanish by Google Translate
(http://www.google.com/translate). 60 of these
documents were then manually annotated for er-
rors by two native speakers of Spanish. Our error
annotation scheme is similar to other systems used
for Spanish (Vilar et al., 2006) and comprises the
following categories:

1. Untranslated word. These are original En-
glish words that have been left untranslated
by the MT engine and that are not proper
names or English words in use in Spanish.

Type % Subtypes %
Morphology 28.2 Verbal 15.8

Nominal 12.4
Missing word 16.7 Function word 12.6

Content word 4.1
Word sense error 16.1
Word order error 9.7 short range 8.0

long range 1.7
Punctuation 9.1
Other 5.9
Spelling 5.1
Superfluous word 4.7 Function word 3.8

Content word 0.9
Capitalization 2.7
Untranslated word 1.1 medical term 0.0

proper name 0.2
other 0.9

Pragmatic 1.0
Diacritics 0.2
Total 100.0

Table 1: Error statistics from manual consensus
annotation of 25 documents. The two right-hand
columns show error subtypes.

2. Missing word. A word necessary in the out-
put is missing – a further distinction is made
between missing function words and missing
content words.

3. Word sense error. The translation reflects a
word sense of the English word that is wrong
or inappropriate in the present context.

4. Morphology. The morphological features of
a word in the translation are wrong.

5. Word order error. The word order is
wrong – a further distinction is made between
short-range errors (within a linguistic phrase,
e.g. adjective-noun ordering errors) and long-
range errors (spanning a phrase boundary).

6. Spelling. Orthographic error.
7. Superfluous word. A word in the translation

is redundant or superfluous.
8. Diacritics. The diacritics are faulty (missing,

superfluous, or wrong).
9. Punctuation. Punctuation signs are missing,

wrong, or superfluous.
10. Capitalization. Missing or superfluous capi-

talization.
11. Pragmatic/Cultural error. The translation

is unacceptable for pragmatic or cultural rea-
sons, e.g. offensive or comical.

12. Other. Anything not covered by the above
categories.

Annotators were linguistically trained and were su-
pervised in their annotation efforts.

For a subset of 25 of these documents (1804
sentences), the annotators were instructed to create
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a consensus error annotation, and to subsequently
correct the errors, thus producing consensus refer-
ence translations. Computing BLEU/PER scores
against the corrected output yields a BLEU score
of 65.8 and a PER of 19.8%. Unsurprisingly, these
scores are very good since the reference transla-
tions are corrections of the original output rather
than independently created translations – however,
annotators independently judged the overall trans-
lation quality as quite good as well. The detailed
errors statistics computed from the 25 documents
is shown in Table 1. The most frequent error types
are, in order: morphological errors, word sense er-
rors, missing function words, and word order er-
rors. Based on this we defined four error types to
be used as the attributes in our conjoint analysis
study: word sense errors (S), morphology errors
(M), word order errors (O) and function word er-
rors (F) – the latter includes both missing and su-
perfluous function words. For word sense, word
order, and function word errors we defined two
values (levels): high (H) and low (L). Since mor-
phology errors are much more frequent than others
we use a three-valued attribute in this case (high,
medium (M), and low).

From these documents we selected 40 sen-
tences, each of which contained a minimum of one
instance each of sense, order and function word
errors, and a minimum of two instances of mor-
phological errors. Based on the error annotations
and their manual corrections, each sentence can be
edited selectively to reflect different attribute lev-
els, i.e. different numbers of errors of a given type.
For example, different versions of a sentence are
created that exhibit a high, medium, or low level
of morphological errors. The variable number of
errors are mapped to the discrete attribute levels as
follows: If the total number of errors for a given
type is ≤ 2, then H = 2 errors and L = 0 errors
for the binary attributes, and H=2, M=1, L=0 for
the three-valued attribute. When the number of er-
rors is larger than 2, the interval size for each level
is defined by the number of errors divided by the
number of levels, rounded to the nearest integer.

The number of all possible different combina-
tions of attributes/levels is 24; thus, for each sen-
tence, 24 concepts or “profiles” are constructed. A
partial example is shown in Table 2.

4 Experiments

We chose a full factorial experiment design,
i.e. each of the 24 possible profiles was utilized
for each of the 40 sentences. Each partially-edited
sentence represents a different profile. However,
not all 24 profiles can be presented simultaneously
to a single respondent – typically, CBC surveys
need to be kept as small and simple as possible to
prevent respondents from resorting to simplifica-
tion strategies and delivering noisy response data.
Profiles were grouped into choice tasks with three
alternatives each, representing a balanced distribu-
tion of attribute levels.

For each survey, 4 choice tasks were randomly
selected from the total set of choice tasks. The
questions in the survey thus included profiles per-
taining to different sentences, which was intended
to avoid respondent fatigue. Surveys were pre-
sented to respondents on the Amazon Mechanical
Turk platform. For each choice task, Turkers were
instructed to carefully read the original source sen-
tence and the translations provided, then choose
the one they liked best (an obligatory choice ques-
tion with the possibility of choosing exactly one
of the alternatives provided), and to state the rea-
son for their preference (an obligatory free-text an-
swer). The latter was included as a quality con-
trol step to prevent Turkers from making random
choices. The set of Turkers was limited to those
who had previously delivered high-quality results
in other Spanish translation and annotation HITs
we had published on Mechanical Turk. In total we
published 240 HITs (surveys) with 4 choice tasks
and 3 assignments each, resulting in a total of 2880
responses. A total of 29 workers completed the
HITs, with a variable number of HITs per worker.
The responses were analyzed using the conditional
logit model implementation in the R package.1

5 Results and Discussion

We first measured the overall agreement among
the three different responses per choice task us-
ing Fleiss’s Kappa (Fleiss, 1971). The kappa co-
efficient was 0.35, which according to (Landis
and Koch, 1977) constitutes “fair agreement” but
does indicate that there is considerable variation
among workers regarding their preferred transla-
tion choice. We next estimated the coefficients of
the conditional logit model considering main ef-

1http://www.r-project.org
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No. Attributes Sentence
1 S=H:M=H:O=H:F=H Planear con anticipación y tomar un atajo pocos ahorrar su tiempo y su dinero para alimentos.
2 S=H:M=H:O=H:F=L Planear con anticipación y tomar un atajo le pocos ahorrar su tiempo y su dinero para la alimentos.
3 S=H:M=H:O=L:F=H Planear con anticipación y tomar un pocos atajo ahorrar su tiempo y su dinero para alimentos.
4 S=H:M=H:O=L:F=L Planear con anticipación y tomar un pocos atajo le ahorrar su tiempo y su dinero para la alimentos.
5 S=H:M=M:O=H:F=H Planear con anticipación y tomar un atajo pocos ahorrar su tiempo y su dinero para alimentos.
6 S=H:M=M:O=H:F=L Planear con anticipación y tomar un atajo le pocos ahorrar su tiempo y su dinero para la alimentos.
7 S=H:M=M:O=L:F=H Planear con anticipación y tomar un pocos atajo ahorrará su tiempo y su dinero para alimentos.
8 S=H:M=M:O=L:F=L Planear con anticipación y tomar un pocos atajo le ahorrará su tiempo y su dinero para la alimentos.
9 S=H:M=L:O=H:F=H Planear con anticipación y tomar unos atajos pocos ahorrará su tiempo y su dinero para alimentos.
10 S=H:M=L:O=H:F=L Planear con anticipación y tomar unos atajos le pocos ahorrará su tiempo y su dinero para la alimentos.

etc. etc.
24 S=L:M=L:O=L:F=L Planear con anticipación y realizar unos pocos recortes le ahorrará su tiempo y su dinero para la comida.

Table 2: Examples of the 24 attribute combinations and corresponding partially-edited translations for
the English input sentence Planning ahead and taking a few short cuts will save both your time and your
food dollars.
.

Variable β exp(β) α

O -1.125 0.3246 0.001
S -0.6302 0.5325 0.001
M -0.4034 0.6680 0.001
F -0.1211 0.8859 0.001

Table 3: Estimated coefficients in the conditional
logit model and associated significance levels (α)
– main effects. O = word order, S = word sense, M
= morphology, F = function words.

fects only. The model’s β coefficients, exponenti-
ated β’s, and significance values are shown in Ta-
ble 3. It is easiest to interpret the exponentiated
β coefficients: these represent the change in the
odds (i.e. odds ratios) of the error type being as-
sociated with the chosen translation, for each unit
increase in the error level and while holding other
error levels constant. For example, if the level
of word sense errors is increased by 1 (i.e. goes
from low to high) while other error types are be-
ing held constant, the odds of the corresponding
translation being chosen decrease by a multiplica-
tive factor of 0.5325 (i.e. roughly 50%). Overall
we see that word order errors are the most dispre-
ferred, followed by word sense, morphology, and
function word errors. All values are highly sig-
nificant (p < 0.001, two-sided z-test). We next
tested all pairwise interactions between individual
attributes. An interaction between two attributes
means that the impact of one attribute on the out-
come is dependent on the level of the other at-
tribute. We found two statistically significant in-
teractions, between word sense and function word

Variable β exp(β) α

O -1.149e+00 3.169e-01 0.001
S -1.079e+00 3.398e-01 0.001
M -6.971e-01 4.980e-01 0.001
F -8.932e-01 4.094e-01 0.001
M:F 2.081e-01 1.231e+00 0.001
S:F 2.649e-01 1.303e+00 0.01

Table 4: Estimated coefficients in the conditional
logit model and associated significance values (α)
– interactions. O = word order, S = word sense,
M = morphology, F = function words. Variables
containing “:” denote interaction terms.

errors, and between morphological and function
word errors. The meaning of the coefficients in
Table 4 changes with the introduction of interac-
tion terms, and they cannot directly be compared
to those in Table 3. In particular, the exp(β) for
M:F and S:F now need to be interpreted as ratios
of odds ratios for unit increases in the attribute lev-
els. The values (> 1) indicate that the odds ratio
of a positive choice associated with a unit increase
in function word error level actually increases as
the level of M or S errors rises – e.g. the odds ratio
for S=high is 0.4462 (exp(βS + βS:F ) vs. 0.3398
for S=low). This means that function word errors
have a stronger impact on respondents’ choices at
low levels of morphological or word sense errors;
by contrast, when the level of the latter is high,
respondents are less sensitive to function word er-
rors. This effect is also observable for word order
and function word errors but it is not statistically
significant.
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Accuracy (%) Stddev
Clogit 54.68 1.99
Fewest errors 49.49 2.70
Random 33.33 0.0

Table 5: Average cross-validation accuracy and
standard deviation of conditional logit model,
fewest-errors-baseline, and random baseline.

A standard way of validating the overall ex-
planatory power of the model is to perform predic-
tion on a held-out data set. To this end we compute
the probability of each choice in a set according to
Eq. 3 by inserting the estimated β coefficients and
take the max over j, which can be simplified as:

j∗ = maxjβ
′Xijs (4)

(5)

The percentage of correctly identified outcomes
(the “hit rate” or accuracy) is then used to assess
the quality of the model.

We performed 8-fold cross-validation. For each
fold one eighth of the data for each sentence was
assigned to the test set; the rest was assigned to
the training set. Table 5 shows the average accura-
cies for our conditional logit model as well as two
baselines. The first is the random baseline – each
training/test sample is a choice task with 3 alterna-
tives; thus, choosing one alternative randomly re-
sults in a baseline accuracy of 33.3%. The second
baseline consists of choosing the alternative with
the lowest number of errors overall. This leads to
accuracies ranging from 45.75%-53.75%, with an
average of 49.59%. The accuracies obtained by
our model with the fitted coefficients range from
53.00%-58.75%, with an average of 54.06%. This
is significantly better than the random baseline and
clearly better (though not statistically significant)
than the fewest-errors baseline. Nevertheless there
clearly is room for improvement in the predictive
accuracy of the model. The model shows virtu-
ally the same performance (54.04% accuracy on
average) on the training data; thus, generalization
ability is not the problem here. Rather, the diffi-
culty lies in the underlying variability of the data to
be modelled, in particular the diversity of the user
group and the sentence materials. For example,
no distinction has been made between short-range
and long-range word order errors, although it may
be assumed that long-range word order errors are
considered more severe by users than short-range

errors. Another source of variability is the respon-
dent population itself – since we only used aggre-
gate conjoint analysis in this study, preferences are
averaged over the entire population, ignoring po-
tential sub-classes of users. It may well be pos-
sible that some user types are more accepting of
e.g. word-order errors than word sense errors, or
vice versa – recall that the agreement coefficient
on the top choice was only 0.35. Finally, another
confounding factor might be the quality of the Me-
chanical Turk data. Although we took several steps
to ensure reasonable results, responses may not be
as reliable as in a face-to-face study with respon-
dents.

6 Conclusions and Future Work

We have studied the use of conjoint analysis to
elicit user preferences for different types of ma-
chine translation errors. Our results confirms that,
at least for the language pair and population stud-
ied, users do not necessarily rely on the overall
number of errors when expressing their prefer-
ences for different machine translation outputs. In-
stead, some error types affect users’ choices more
strongly than others. Of the different error types
considered in this study, word order errors have
the lowest frequency in our data but are the most
dispreferred error type, followed by word sense er-
rors. The most frequent error type in our data, mor-
phology errors, is ranked third, and function word
errors are the most tolerable. The viability of the
conjoint analysis framework was demonstrated by
showing that the prediction accuracy of the fitted
model exceeds that of a random or fewest-errors
baseline.

In future work the overall predictive power of
the model could be improved by more fine-grained
modeling of different sources of variability in the
data. Specifically, we plan to compare the present
results to results from face-to-face experiments, in
order to gauge the reliability of crowd-sourced data
for conjoint analysis. In addition, latent class anal-
ysis will be used in order to obtain preference mod-
els for different user types. In the long run, such
models could be exploited for rapid user adapta-
tion of machine translation engines after eliciting a
few basic preferences from the user. Utility values
obtained by conjoint analysis might also be used
in MT system tuning, by appropriately weighting
different error types in proportion to their utility
values; however, this would require high-accuracy
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automatic classification of different error types.
Another way of extending the present analysis

is to elicit user preferences in the context of a spe-
cific task to be accomplished; for instance, users
could be asked to indicate their preferred transla-
tion when faced with the tasks of postediting or
extracting information from the translation. Fi-
nally, it is also possible to investigate a larger set
of error types than those considered in this study.
These may include different types of word order
errors (long-range vs. short-range), consistency er-
rors (where a source term is not translated con-
sistently in the target language throughout a doc-
ument), or named-entity errors.
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