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Abstract 

The advancements of mobile technology per-
mit handheld devices to be smaller, versatile, 
and have more processing power. On the other 
hand, the development of complex applica-
tions which require more processing capabili-
ties are being developed rapidly nowadays. 
The implementation of Machine Translation 
(MT) systems with high translation quality is 
always considered difficult in desktop devices. 
In order to understand the languages deeply, 
large amounts of knowledge and processing 
capabilities are always required to guarantee 
the translation quality. This turns out that it is 
even more challenging for handheld devices. 
As a result, this paper introduces the applica-
tion of MT based on Constraint Synchronous 
Grammar (CSG) in devices with limited re-
sources. Since CSG describes syntactic struc-
tures of two languages simultaneously based 
on feature constraints, the analysis and the 
generation of the translation can be done at 
one stage to lower the process complexity. 

1 Introduction 

With the rapid development of mobile technology, 
many useful translation applications are being 
ported to handheld devices, including pocket bilin-
gual dictionaries, and Machine Translation (MT) 
systems. Pocket bilingual dictionaries provide not 
only the translation of words and phrases to the 
other languages but also the pronunciation. Al-
though the size of the dictionaries is small, users 

can access easily the meaning of a word at any 
time. On the other hand, porting MT applications 
from powerful desktop computers to handheld de-
vices is always difficult. Since they require a large 
amount of computation and linguistic knowledge 
to guarantee the quality of the translation, when the 
central processing unit, memory, and storage re-
quirements cannot fulfill the processing capability 
of the handheld devices, it is impossible to guaran-
tee the quality of the translation. As a result, a 
more careful design has to be accomplished, in-
cluding the methodologies applied in MT and the 
way that these systems should be deployed in the 
handheld devices. 

In the literature, there are many different ap-
proaches applied in the MT field. Those techniques 
can be generally classified into three main catego-
ries: Rule based, Example based, and Statistic 
based. 

Rule based MT (Bennett and Slocum, 1985) ap-
proach is based on a set of linguistic grammar rules 
for handling the translation. Recently, researchers 
considered relationships between syntactical struc-
tures of two languages simultaneously based on 
synchronous grammar rules in the parsing process. 
Wu (1995) proposed Inversion Transduction 
Grammar for defining a single parsing structure 
based on a set of brackets to account for both lan-
guages simultaneously. Multiple Context Free 
Grammar (Seki et al., 1991) was used by defining 
a set of functions for non-terminal symbols in the 
productions for interpreting the symbols during the 
generation phase. Deneefe and Knight (2009) pro-
posed a practical way in developing a MT system 
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based on Synchronous Tree Adjoining Grammar. 
Although the accuracy can be guaranteed for small 
and close domains, the construction of rules can be 
expensive and time consuming. 

Example based MT (Brown, 1996) analyzes dif-
ferent pieces of bilingual examples stored in paral-
lel corpora for generating the translation. However, 
it often depends on the quality of the examples and 
the similarity function applied.  

With the large available of digitized parallel 
language resources nowadays, Statistic based MT 
(Lopez, 2008) has become a new research trend. 
Probabilities are estimated between the translation 
of words and the ordering of the sentences from 
the text corpora. The accuracy often depends with 
the information of the digitized resources.  

In the design of MT systems in the handheld de-
vices, one common approach is to build up a thin 
client with fat server architecture. The client is the 
handheld device, and it provides an interface to 
input the source sentence and show the translation 
results. The translation task is done in the server 
side and their communication is through different 
communication channels. John Hutchins (2005) 
mentioned some software sellers that provide short 
message services (SMS) to translate one language 
to another by sending SMS requests to a specific 
number. Since the size of the text is limited, it may 
need to send and receive several messages when 
the text gets longer.  

Some considered Wireless connections such as 
Wi-Fi or 3G enabled devices. Yamabana et al. 
(2003) introduced a client-server speech translation 
system. The translation modules reside in the serv-
er side, and the core translation is based on Lexica-
lized Tree AutoMata-based Grammar formalism. 
Michael Paul et al. (2008) presented two transla-
tion services for mobile phones. Translation que-
ries are sent to the Server side, and they are 
translated by a phrase-based statistical MT system. 
Fragoso et al. (2011) presented an augmented reali-
ty translation system TranslatAR for a specific 
mobile device. The system first recognizes text 
captured from the video camera of the mobile de-
vice, then it is sent to Google translate for transla-
tion, and finally the result is replaced on top of the 
original text in the captured freeze video frame. 
The above approaches suffer from the location de-
pendency and the communication cost. First, not 
all locations have wireless connections available, 
and users cannot do the translation at their desired 

places. Second, the cost of using wireless services 
is very high when the translation involves large 
amounts of texts.  

Another approach is to design and implement all 
the required translation modules in the handheld 
devices. Waibel et al. (2003) demonstrated an ap-
plication in pocket digital assistants. They investi-
gated two interlingua based approaches, including 
knowledge based and statistical based method. 
Zhang and Vogel (2007) proposed a phrase based 
SMT system called Pandora that runs directly in 
these devices. Different solutions are proposed to 
overcome the processing and memory limitations, 
including: the transformation of words into integer 
symbols to reduce the size, the cross-indexing of 
the phrase translation models to reduce the redun-
dancy in the representation, and the serialization of 
the model files to directly access the external sto-
rage card instead of the dynamic random access 
memory. Gao et al. (2008) introduced a Mastor 
speech-to-speech MT system optimized for hand-
held devices. There are two components in the 
translation module: statistical natural language un-
derstanding (NLU) and statistical natural language 
generation (NLG) module. NLU module is based 
on a statistical parser that analyses statistical deci-
sion-tree models in the identification of the mean-
ing and structure of the input sentence. NLG 
component is responsible for the ordering and gen-
eration of the target language.  

This paper presents the application of Constraint 
Synchronous Grammar (CSG) (Wong et al., 2005) 
formalism to MT for handheld devices. The whole 
translation system is integrated in the handheld 
devices so that users can perform the translation at 
any time and location without considering the 
communication network cost. Since the system is 
designed for mobile environment, a simple to use 
interface is developed, as shown in Figure 1.  
 

 
Figure 1. System’s Interface in Mobile Device 
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The application runs in Windows Mobile envi-

ronment, the user only needs to type in the source 
sentence in the upper area and press the button on 
the device to trigger the translation. After 
processing, the bottom area displays the translation 
results.  

CSG is a variation of synchronous grammar that 
is used to express syntactic relationships between 
the source sentential pattern with one or more tar-
get patterns. The selection of the most suitable tar-
get is based on the defined feature constraints for 
each grammar rule. Since CSG uses feature struc-
tures in describing detailed information for each 
constituent (including Part-of-Speech, gender, 
number agreement, sense, etc), it effectively re-
moves ambiguities in the analysis and parsing. In 
the design of the system, only the most important 
translation modules are implemented in the hand-
held devices, including the preprocessing module 
for the morphological analysis, and the CSG trans-
lation module for the analysis and generation of the 
translation. As long as suitable bilingual CSG rules 
are added in the knowledge base, different lan-
guage pairs can be considered, and in this paper, a 
Portuguese to Chinese translation based on CSG is 
used as an example to demonstrate its feasibility in 
the handheld devices.  

This paper is organized as follows. An introduc-
tion of CSG is given in section 2. The design and 
implementation of the translation system in the 
traditional and in the mobile environment are de-
tailed in section 3. The semi-automatic acquisition 
of CSG rules is presented in section 4. Evaluations 
are given in section 5, followed by a conclusion. 

2 Constraint Synchronous Grammar  

Constraint Synchronous Grammar is based on the 
formalism of Context Free Grammar (CFG) to the 
case of synchronous. In CSG formalism, it consists 
of a set of production rules that de-scribes the sen-
tential patterns of the source text and target transla-
tion patterns.  

In CSG, every production rule is in the form of 
the example shown in (1). The source pattern NP1 
VP NP2 PP NP3 is associated with two target pat-
terns, including NP1 VP1 NP3 VP2 NP2, and NP1 VP 
NP3 NP2 respectively.  

The determination of the suitable generative rule 
is based on the control conditions defined by rule. 

The one satisfying all the conditions determines 
the relationship between the source and target sen-
tential pattern. For example, if the category of the 
verb is vb1, and the sense of the subject, indirect, 
and direct objects governed by the verb, VP, cor-
responds to the first, second, and the third nouns 
(NP), then the source pattern NP1 VP NP2 PP NP3 
is associated with the target pattern NP1 VP1 NP3 
VP2 NP2. 

 
S = NP1 VP* NP2 PP NP3 { 

[NP1 VP1 NP3 VP2 NP2; C1] 
[NP1 VP NP3 NP2; C2] 

       } 
 
C1 = {  VP category = vb1,  
            VP sense subject = NP1 sense, 
            VP sense indirect object = NP2 sense, 
            VP sense object = NP3 sense } 
C2 = {  VP sense subject = NP1 sense, 
            VP sense indirect object = NP2 sense } 

(1) 

 
Their relationship is established by the given 

subscripts and the sequence is based on the target 
sentential pattern. As an example, in the first ge-
nerative rule, although the first NP in the source 
pattern corresponds to the first NP in the target one, 
the sequence for the second and third NP in the 
source are changed in the target sentential pattern. 
The asterisk “*” indicates the head element, and its 
usage is to propagate all the related fea-
tures/linguistic information of the head symbol to 
the reduced non-terminal symbol in the left hand 
side. The use of the “*” is to achieve the property 
of features inheritance in CSG formalism.  

CSG is especially effective for modeling non-
standard linguistic phenomena for languages which 
are structurally different. The ordering of the con-
stituents is modeled easily by using the subscripts 
and the sequence defined in CSG production rule. 
The discontinuity between words in different lan-
guages is solved by defining non-terminal symbols 
that appear in the source but not the target pattern 
or vice-versa. As an example, in the first target 
sentential pattern in production (1), two verbs (VP1 
and VP2) are associated with the source one. Simi-
larly, the consideration of constituents that are dis-
appeared or shown in the target syntactical pattern 
is handled in a similar way.  

CSG rules are parsed by a modified version of 
generalized LR algorithm (Tomita, 1987), a shift-
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reduce approach based on an extended LR parsing 
table. Besides having the actions to be accom-
plished (shift, reduce, accept), and the state of the 
parser at different stages of parsing, the table is 
extended by taking feature’s constraints and target 
rules into consideration. In other words, as the 
parser identifies CSG productions through the 
normal shift actions, it checks the associated con-
straints to determine if the current reduce action is 
valid or not. 

3 System’s Design and Architecture  

The architecture and design are different in the 
desktop computers and handheld devices. Figure 2 
shows the translation process in the desktop com-
puters based on CSG formalism.  

 

 
Figure 2. MT System’s Design in Desktop Computers 

The input sentence is first morphologically ana-
lyzed in order to restore the word to its original 
form. The next step is to determine the grammati-
cal categories for each word based on a probabilis-
tic tagger. A word sense disambiguation module 
based on context collocation to select the most 
probable target translation is considered afterwards. 
Finally, in the parsing stage, the source sentence is 
parsed based on the constraints defined while at the 
same time, it generates the corresponding target 
translation. In this design, the MT system requires 
a large amount of data to success, including bilin-

gual lexicon; morphological, tagger, and disam-
biguation rules; and CSG rules.  

In the handheld devices environment, in order to 
reduce the processing complexity and the amount 
of resources in the handheld devices, the architec-
ture of the MT system is simplified to meet the 
requirements, as shown in Figure 3.  

 

 
Figure 3. MT System’s Design in Handheld Devices 

 
The input Portuguese sentence is first prepro-

cessed by the morphological analyzer. However, if 
the input sentence is a different language, for ex-
ample the Chinese language, a segmentation mod-
ule for the identification of word boundaries 
should be incorporated. Although Part-of-Speech 
Tagging module is not considered, lexicalization is 
applied to merge lexicon entries with Constraint 
Synchronous Grammars. The main idea is to asso-
ciate syntactic contexts to each lexicon, and let the 
whole translation process dependent only on the 
defined rules. The sentence is then parsed based on 
the constraints defined afterwards. Unlike tradi-
tional transfer-based MT architectures where the 
translation process is carried out in pipeline using 
different sets of representation rules for structure 
analysis and transformation for the analyzer, trans-
fer, and generation modules, the proposed MT sys-
tem only re-quires a one stage analysis based on 
CSG rules. Since the structures of parallel lan-
guages are synchronized in the formalism, their 
structural differences are also captured and de-
scribed by the grammar. Hence, translation of an 
input text essentially involves three steps in the 
parsing and generation module. First, the structure 
of an input sentence is analyzed using the source 
component’s rules from the CSG productions. 
Second, the reduction process is based on the fea-
ture constraints defined. Finally, the selected target 
sequence is used to generate the corresponding 
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translation. This is especially advantageous in re-
ducing the program’s size and the errors that may 
occur during the translation transfer process, and in 
increasing the quality of the translation and the 
overall performance in handheld devices. 

4 Acquisition of CSG Rules  

Since the MT system is highly dependent on CSG 
formalism, the acquisition of these rules is crucial 
to the translation quality. In this paper, the collec-
tion process is based on the conversion of skeletal 
syntactic structures into CSG rules. The process is 
done semi-automatically, in which all the skeletal 
bracketing structures are first converted to Context 
Free Grammars (CFG), and these are later ex-
tended to CSG formalism manually by linguistics. 
As an example, consider the skeletal bracketing 
structure of the sentence “A fachada do templo 
mede 23 metros de largura” (The facade of the 
temple measures 23 meters), as shown in (2).  

 
(S 

(NP   (NP  (DET “a”) 
(N “fachada”) ) 

          (PP “de”) 
          (NP  (DET “o”) 

             (N “templo”) ) 
 ) 
(VP “mede”) 
(NP  (NP   (NUM “23”) 

            (N “metros”) ) 
   (PP “de”) 
   (N “largura”) ) 

) ) 

(2) 

 
The original format of each word in the structure 

is first morphologically restored, and the structure 
is directly converted into a Context Free Grammar 
(CFG), as shown in (3).  

 
S = NP VP NP 
NP = DET N 
NP = NP PP NP 
NP = NUM N 
 
N = fachada | templo | metro | largura 
PP = de 
NUM = 23 
DET = a | o 
VP = medir 

(3) 

 
At the end, all the grammar rules in (3) are ma-

nually extended to synchronous formalism based 
on constraints as shown in (4) by linguistics.  

 
S = NP1 VP NP2  { [NP1 VP NP2; NIL] } 
NP = DET N  { [N; NIL] } 
NP = NP1 PP NP2  { [NP2 PP NP1; C1] 
                                  [NP2 NP1; C2] } 
NP = NUM N  { [NUM N; NIL] } 
 
N = fachada  { [ ; NIL] } 
N = templo  { [ ; NIL] } 
N = metro  { [ ; NIL] } 
N = largura  { [ ; NIL] } 
PP = de  { [ ; NIL] } 
NUM = 23  { [23; NIL] } 
DET = a | o  { [NIL; NIL] | [NIL; NIL] } 
VP = medir  { [ ; NIL] } 
 
C1 = { NP1 sense = “building”, PP = “ ” } 
C2 = { NP1 sense = “measurement” } 

(4) 

 
This is not done automatically because it is al-

ways difficult to have bilingual annotated exam-
ples which are aligned to each other, especially for 
languages which are structurally different, e.g. Por-
tuguese and Chinese. Moreover, since the sequen-
tial order between the source and target language 
can be quite different, and the selection of the most 
suitable target translation for the source is depen-
dent on the constraints defined, the help and verifi-
cation of linguistics can effectively ensure the 
quality of the rules as well as the translation. 

As an example, although the noun phrases “a fa-
chada de o templo” (the facade of the temple) and 
“23 metros de largura” (23 meters wide) belong to 
the same source pattern NP1 PP NP2, their asso-
ciated target translation patterns are different. The 
noun phrase “a fachada de o templo” (the facade of 
the temple) should be associated with the first tar-
get pattern NP2 PP NP1, while the “23 metros de 
largura” (23 meters wide) should be linked with 
NP2 NP1. The selection is achieved by the defined 
constraints. In this case, if the sense of NP1 is re-
lated to building and the preposition PP is “de” 
(of), the first target pattern rule is associated, oth-
erwise, if the sense of NP1 is related to measure-
ment, then the second one should be associated. 
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The restoration of the words into its original 
format and the generation of CFG rules are done 
automatically by the annotation system developed 
in the creation of CSG rules. Moreover, this anno-
tation system provides an interface to show the 
syntactic structure converted from CSG rules of 
the sentence and let users to extend it with proper 
translations and target syntactic sequential patterns. 
Instead of working in the grammar rules directly, 
the annotation system provides a semi-automatic 
construction of lexicalized grammars with the help 
of the users. 

5 Evaluation and Discussion  

The effectiveness of the proposed MT system 
based on CSG formalism running in mobile devic-
es is investigated for handling the translation be-
tween Portuguese and Chinese. A prototyping 
system is built on a Windows Mobile handheld 
device with a 400 MHz Central Processing Unit 
(CPU), 256 MB Read Only Memory (ROM), and 
128 MB Random Access Memory (RAM). 

The translation quality is measured by three au-
tomatic evaluation metrics, including NIST (Dod-
dington, 2002), BLEU (Papineni et al., 2002), 
METEOR (Banerjee and Lavie, 2005), and by hu-
man assessments. The average value of three hu-
man evaluated results is considered in human 
assessments, and the quality of the translated sen-
tences are classified as Good, Acceptable, and Bad. 
The size of the MT’s knowledge used for the expe-
riments includes 200 entries for morphological 
rules and 718 entries for CSG rules. 

 
Evaluation Me-

thods 
MT in Handheld 

Device 
BLEU 0.8026 
NIST 9.5181 

METEOR 0.8671 
Good 68.6% 

Acceptable 17.5% 
Bad 13.9% 

 
Table 1. Evaluation Results in Close Domain 

 
In the first experiment, a close domain and a text 

file with 8k size are considered to evaluate the 
quality of the MT system running in the handheld 
device. Evaluation results are shown in Table 1. 

Another experiment is conducted by comparing 
the translation quality and efficiency between the 
system running in the MT system and the one in 
the desktop computer. Moreover, another test suite 
of 6k size is considered to evaluate the system 
when the knowledge is out of domain. Evaluation 
results are shown in Table 2. 

 
Evaluation 
Methods 

Handheld 
Device 

Desktop 
Computer 

BLEU 0.2963 0.3508 
NIST 4.1111 5.4384 

METEOR 0.4326 0.5430 
Good 27.8% 20.6% 

Acceptable 10% 25.3% 
Bad 62.2% 54.1% 

 
Table 2. Evaluation Results in open domain 

 
The scores are directly affected by several fac-

tors. In a close domain, since the knowledge ac-
quired covers most of the sentences, the system 
achieves a BLEU score of 0.8026 and the accuracy 
is 86.1% for Good and Acceptable cases. However, 
in the open domain, the accuracy drops drastically, 
due to the following reasons. Since some automatic 
evaluation methods rely on n-gram co-occurrence 
precision, it may generate low scores even if the 
translated sentence is correct when compared with 
the reference translations that use different syn-
onyms. Moreover, Callison-Burch et al. (2006) 
argued that BLEU evaluation metric is not ade-
quately suitable for Rule based MT systems. 
Second, as all the words are lexicalized and stored 
in the format of CSG rules, if sentences contain 
words that do not exist in our knowledge, an incor-
rect translation will be generated. The same case 
happens when the rules acquired do not cover the 
syntactical structure of the source sentences. 

In some sense, there is a trade-off between effi-
ciency and accuracy. In order to reduce the execu-
tion time, memory and disk space in the mobile 
environment, in our approach, the translation task 
is mainly accomplished by the CSG parsing and 
generation module and one knowledge base. This 
approach not only reduces the complexity of the 
MT system effectively but also increases the trans-
lation efficiency in the mobile environment. How-
ever, the side effect is that the accuracy decreases 
when the knowledge is out of do-main. This can be 
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reflected by comparing the results performed in the 
handheld device and the desktop computer based 
on the second test suite. By using the same set of 
grammar rules, although many syntactic structures 
are not covered for both devices, in desktop com-
puter, it achieves much better results in all the au-
tomatic evaluation methods compared with the one 
running in the handheld device. Similar improve-
ments are also obtained in human assessments. 

In terms of translation efficiency, a traditional 
MT system installed in the desktop computer is 
compared with the proposed MT approach in the 
mobile device. Hardware specifications, and the 
average response time are concluded in Table 3. 

 
Device Hardware/Time Specification 

Mobile 
Device 

CPU 400 MHz 
RAM 128 MB 

Data Size 2 MB 
Average Response 
Time for transla-

tion 
2.5 seconds 

Desktop 
Computer 

CPU 1.6 GHz 
RAM 128 MB 

Data Size > 100 MB 
Average Response 
Time for transla-

tion 
0.8 seconds 

 
Table 3. Translation Efficiency and Hardware Specifi-

cations 
 
In terms of speed, the results give an estimate on 

how fast the system runs in translating a sentence 
rather than comparing them directly. The main rea-
son is because the CPU and memory are not com-
parable with each other. On the other hand, in the 
desktop environment, it requires much more mem-
ory space than the one running in the handheld de-
vice for such improvement. 

6 Conclusion  

In this paper, the application of Machine Transla-
tion based on Constraint Synchronous Grammar 
formalism in the handheld devices is presented. 
Due to the limitations of the handheld devices, in 
our design, the whole system only consists of a 
CSG Knowledge Base and two modules: prepro-
cessing and CSG parsing and generation module. 
In Portuguese-Chinese translation, the first module 

restores the original format of the words in the 
source sentence, and the second module is respon-
sible for the analysis of the source and the genera-
tion of the target sentence based on the constraints 
defined. Since the knowledge is highly dependent 
in the CSG rules, semi-automatic extraction me-
thodologies are proposed, including the acquisition 
of skeletal syntactic structures, and lexicalized 
synchronous grammar based on statistical tools. In 
order to ensure the translation quality and to re-
move unnecessary disambiguation, the help of lin-
guistics is considered by adding suitable 
constraints and analyzing the correctness of the 
extracted rules. Finally, experiments are conducted 
and a prototyping system is built to evaluate the 
effectiveness of the proposed system. 
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