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Abstract

We propose Maximum Ranking Correlation
(MRC) as an objective function in discrimi-
native tuning of parameters in a linear model
of Statistical Machine Translation (SMT). We
try to maximize the ranking correlation be-
tween sentence level BLEU (SBLEU) scores
and model scores of the N-best list, while the
MERT paradigm focuses on the potential 1-
best candidates of the N-best list. After we op-
timize the MER and the MRC objectives using
an multiple objective optimization algorithm
at the same time, we interpolate them to obtain
parameters which outperform both. Experi-
mental results on WMT French–English data
set confirm that our method significantly out-
performs MERT on out-of-domain data sets,
and performs marginally better than MERT on
in-domain data sets, which validates the use-
fulness of MRC on both domain specific and
general domain data.

1 Introduction

Searching for the optimal parameters in linear mod-
els (Och and Ney, 2002) of Statistical Machine
Translation (SMT) has been a major challenge to the
MT community. The most widely used approach to-
date is Minimum-Error-Rate Training (MERT:(Och,
2003)), which tries to find the parameters that opti-
mize the translation quality of the 1-best translation
candidate, using the N-best list as an approximation
of the decoder’s search space.

In spite of its usefulness and high adoption,
MERT suffers from shortcomings that the MT com-
munity is becoming aware of. On the one hand,
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Figure 1: Made-up Example: The 3 sloping lines rep-
resent all 3 candidates in N-best list. Their SBLEU
(BLEU = SBLEU when only one sentence) and fun-
tions are in the legend of figure.

MERT is not designed for models with rich features
and therefore leads to translations of unstable qual-
ity in such scenarios. The fluctuation in quality can
even be statistically perceivable when the number of
features is larger than 25 or 30 in practice; on the
other hand, Smith (2006) finds that, MERT relies
heavily on the behavior of parameters on the error
surface, which is likely to be affected by random
variances in the N-best list, and also lead to less gen-
eralizable results especially when the development
set and the test set are not from exactly the same do-
main.

Both the former and the latter shortcomings have
been studied in recent research. e.g. The Margin
Infused Relaxed Algorithm (MIRA: (Chiang et al.,
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2008; Chiang et al., 2009)) is shown to be capable
of handling tens of thousands of features in training,
while Cer et. al (2008) try to overcome irregularities
on the error surface of MERT.

In this paper, we focus on improving the gener-
alizability of MERT by introduce a new objective
function MRC, which restricts the permutation of
the whole N-best list. In the MERT paradigm, the
tuning objective is based on the 1-best error surface
of the N-best list of an in-domain test set. As MERT
actually optimizes parameters for the 1-best for a
particular domain, the resulting parameters become
domain specific, and does not generalize well across
domains.

However, in real world translation tasks, it is
not uncommon that people have to translate content
from different domains. Therefore, we propose to
add more optimization objectives to MT tuning so
as to improve the generalizability of the resulting pa-
rameters. As a first step, we add ranking correlation
to the objective, and find this can bring 0.4 improve-
ment in terms of the BLEU score in a cross-domain
translation task. To make this optimization practical,
we use non-dominated sorting genetic algorithm II
(NSGA-II) (Deb et al., 2002), a genetic algorithm to
perform multi-objective optimization.

For example, in Figure 1, MERT chooses the mid-
dle point of two cross points. By contrast, MRC tries
to maximize the rank correlation between SBLEU
and the model score. and will adjust λ into the
open interval (1.5, 2), in which the order of can-
didates’ model score is perfectly the same as their
SBLEU. We obtain λ = 1.37 via assuming the
objective of Min-Risk is the expectation of BLEU,
and the probability of each (c)andicate is given by
p(ci) = exp (γ · score(c))/∑i exp (γ · score(ci))
with γ = 1 (Li and Eisner, 2009). In MIRA (Chiang
et al., 2008), if we choose candidates whose SBLEU
are 0.5 and 0.2 as positive and negative examples
respectively, MIRA will make the margin between
them as large as possible and λ will no smaller than
2.

2 Related Work

Many people have tried to improve MERT in dif-
ferent aspects, such as to improve its stability (Fos-
ter and Kuhn, 2009), to improve its performance

(Duh and Kirchhoff, 2008), to extent the search
space (Macherey et al., 2008; Kumar et al., 2009;
Chatterjee and Cancedda, 2010), and to improve the
optimization algorithm itself (Lambert and Banchs,
2006; Cer et al., 2008; González-Rubio et al., 2009).
Some even replace it completely (Turian et al., 2007;
Blunsom et al., 2008). Some people try other objec-
tives during the decoding phase (Kumar and Byrne,
2004; Tromble et al., 2008; Li et al., 2009; DeN-
ero et al., 2009), while others change it in training
phase (Zens et al., 2007; He and Way, 2009; He
and Way, 2010). There is research that introduces
other objectives during tuning (Chiang et al., 2008;
Li and Eisner, 2009; Pauls et al., 2009; Hopkins and
May, 2011), but these objectives are different from
the MRC objective presented in this paper.

3 Maximum Rank Correlation Training

3.1 The Training Paradigm

Using the N-best derivation of a decoder to approxi-
mate its search space, we find the optimal set of pa-
rameters λ̂ (Fig 1), which maximizes the weighted
sum of correlation on a set with M sentences, as in
Eq. (1).

λ̂ = argmax
λ

(
M∑
i=1

wi · Corri(λ)) (1)

where wi is the weight of the i–th sentence, and
Corri(λ) is the correlation between the model
scores and the translation quality of the translation
candidates approximated by SBLEU, as in Eq. (2).

Corri(λ) = Corr(ΦN
1 (λ), SBLEU(eN1 ))) (2)

where e is the i–th sentence, eN1 is the N-best deriva-
tion of the decoder and ΦN

1 (λ) are the model scores
for eN1 using parameters λ. We calculate SBLEU by
applying the BLEU (Papineni et al., 2002) formula-
tion directly to single sentence.

There exist many coefficients to measure the cor-
relation between model scores and SBLEU scores.
In our implementation, we use the Spearman’s ρ
ranking correlation, as in Eq. (3)

ρ =

∑
i (xi − x̄)(yi − ȳ)√∑

i (xi − x̄)2
∑

i (yi − ȳ)2
(3)
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where xi and yi are respectively the rank of the
model score and the rank of the SBLEU score of
the i-th derivation in N-best; x̄ and ȳ are the means
of the rank of the scores. It can be considered as the
Pearson correlation coefficient between the ranked
variables. We choose Spearman’s rank correlation
coefficient because we are not interest in the values
of model scores, but in whether the parameters λ is
able to produce the most similar ranking compared
to the SBLEU gold standard. Therefore we use ρ to
calculate Corr in Eq. (2). This is similar to what
people do when comparing auto evaluation metric
scores with human judgements. We focus on ranks
instead of the values of scores to relax the linear con-
straint introduced by the Pearson correlation.

3.2 Combination of MRC and MER Training

Inspired by Chiang et al. (2008), we also explore the
possibility of combining the rank correlation with
evaluation metric score as an alternative to the MER
and the MRC objectives. Given a set of features λ,
we perform a straightforward linear combination as
in Eq. (4)

λ̂ = argmax
λ

(α·
M∑
i=1

Corri(λ)+(1−α)·BLEU(λ))

(4)
where BLEU(λ) is the system level BLEU score on
the development set using λ, and α is the interpola-
tion parameter. The result is shown in Fig 3.

Note that this combination can also be viewed as
using ranking correlation as the regularization for
the single top-1 BLEU.

3.3 Optimization

As we use the non-parametric Spearman’s correla-
tion ρ as the optimization objective, we do not have
an analytic method such as the gradient decent al-
gorithm to optimize the objective directly. More
importantly, if we try to replace BLEU with Spear-
man’s ρ in MERT, there is no convex hull of 1–best
changes, we have to re-calculate ρ each time when
one candidate in the N–best list changes its rank. To
make the optimization practical, we rely on a genetic
algorithm to find the solution.

Furthermore, as we want to test the combina-
tion of different objectives, we have to perform
multi-objective optimization to avoid the overhead
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Figure 2: Pareto optimum set on the development set:
parameters which have better correlation always mean
worse BLEU, but often achieve better BLEU on test set.
By definition of Pareto-optimum, we cannot find parame-
ters that achieve both better correlation and better BLEU
score than the Pareto-optimal feature sets.

of tuning on each combination separately. For
this task, multi-objective evolutionary algorithms
(MOEA) (Fonseca et al., 1993) have been success-
fully used in natural language processing (NLP) ar-
eas such as word alignment (Chen et al., 2009), pars-
ing, and tagging (Araujo, 2006).

MOEAs are based on the concept of the Pareto-
optimal set, in which no solution can achieve bet-
ter score than any other in every objective. The
biggest advantage of MOEA is that it has the ability
to find multiple Pareto-optimal solutions (Fig 2) in
one single simulation run, instead of targeting differ-
ent combinations of these objectives at each run. In
this paper, we choose an effective MOEA: NSGA-II,
which can produce a diverse set of solutions by forc-
ing the solutions in Pareto-optimal set to keep dis-
tance from each other, and at the same time encour-
aging them to move toward the true Pareto-optimal
set.

4 Experiments

In order to compare our paradigm with MERT, we
perform parameter tuning on the same model using
both MERT and our proposed method.
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Figure 3: Test05: BLEU varies with different α in Eq. 4
to interpolate between MRC and MER. From this figure,
we choose α = 0.4 as it seems performs best on Test05.
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Figure 4: Test06: Another in-domain test set to demon-
strate the advantage of interpolation of objectives

4.1 Experimental setting

4.1.1 Data

We use the French–English parallel data provided
by the WMT08 1 shared translation task. The train-
ing data is the Europarl v3b release (Koehn, 2005).
The language model corpus is the English part of
monolingual language model training data provided
by the organizers of WMT

From the data sets provided by WMT, we use
dev2006 as the tuning set for λ, test2005 as
tuning set for α, and test2006, test2007
and test2008 as in-domain test sets. We
use newstest2008, newstest2009 and

1http://www.statmt.org/wmt08
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Figure 5: Newstest08: On the Out-of-Domain test set,
MRC not only performs better than MER, but also beat
the interpolation’s perfomance. Notice: the directly de-
coding method outperform the reranking one.

newstest2010 as out-of-domain test sets.

4.1.2 Program

We use Moses 2 as the baseline decoder, perform
word alignment using the GIZA++ (Och and Ney,
2003) implementation of IBM Model 4, and extract
phrases using the grow-diag-final heuristic (Koehn
et al., 2003). We train a 4-gram language model us-
ing the SRILM language modeling toolkit (Stolcke,
2002). We use the MERT implemented by Bertoldi
et al., (2009), which is included in the Moses pack-
age. BLEU is calculated by the mteval script pro-
vided by NIST 3. Statistical significance of test re-
sults is computed by Koehn’s boosting tool (Koehn,
2004).

We preprocess the data using the toolkits provided
by WMT08 organizers, train and tune Moses fol-
lowing the WMT baseline description, with 100-best
list, using up to 15 tuning iterations, and finally ar-
riving at a model with 14 default features.

4.2 The Baseline System

We tune 3 times on the tuning set and pick the exper-
iment whose parameters achieve the highest BLEU
score on the test05 as a baseline. We then use this
parameter to decode all other sets, and obtain results

2checkout from svn with version 3625
3ftp://jaguar.ncsl.nist.gov/mt/

resources/mteval-v11b.pl
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indicated by the dash-dot line in Fig 3, Fig 4 and Fig
5

4.3 The Proposed System

4.3.1 Spearman ρ

We use a part of goose4 to calculate the Spear-
man’s rank correlation coefficient. 5

The weight in Eq. (1) of each sentence in the tun-
ing set is set to be

wi = length(fi)/
M∑
i=1

(length(fi)) (5)

where fi is the i-th sentence.

4.3.2 Genetic Algorithm

To utilize the parameters produced by MERT, we
change NSGA-II to allow seeding the first genera-
tion of the algorithm with user-defined parameters.
We use two real value objectives in NSGA–II, so
only the real part of the parameters need to be set.
Following the given example in the software pack-
age, we set interval of variables to [-1, 1], probabil-
ity of crossover to 0.9, probability of mutation to 0.5,
distribution index for real variable SBX crossover to
10, and distribution index for real variable polyno-
mial mutation to 20. Additionally, we set the random
seed of the algorithm to 0.2 to make the experiments
repeatable.

4.3.3 Procedure

We collect all parameters generated at each round
by MERT in baseline, (10 in this case), and use them
to initialize 10 individuals in the first generation of
the NSGA-II algorithm, and randomize the remain-
ing 390 individuals. We run the algorithm for 100
generations, each generation with 400 individuals.
The algorithm uses the same input data as the last
round of MERT, which is the N-best generated at
each round of the baseline. The difference is that
instead of only outputing one parameter like MERT,
the algorithm outputs a set of parameters. Fig 2 illus-
trates the Pareto frontier we obtain from the NSGA-
II optimization on test2005, which consists of
Pareto-optimal feature sets.

4http://www.gnu.org/software/goose/
5We fixed a bug by ourselves in this software and plan to

release the fixed code later, as the software is discontinued.
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Figure 6: In-Domain: The improvement on each single
experiment. The variation of baselines comes from the
randomization inside newest MERT. Here and below, +
or ++ indicates significantly better than MERT baseline
(p < 0.05 or p < 0.01, respectively), - or -- indicate
significantly worse than MERT baseline (p < 0.05 or
p < 0.01, respectively)

We optimize on both MER and the MRC, so the
output of the optimization will be the Pareto-optimal
set of λ.

4.3.4 Reranking and Decoding

We have to find the λ by interpolating the BLEU
score and the ranking correlation score.

We perform interpolation on the Pareto frontier
and try to find the best α and experiment with the
method proposed in this paper in two settings.

Firstly, we use MRCT in the reranking setting. In
reranking we rerank the baseline’s N-best of test sets
using the interpolated parameters, where α is in [0.0,
1.0] with the step size 0.1. Fig 3, Fig 4 and 5 illus-
trate the results in red solid line.

We also experiment with the decoding setting,
where we use the interpolated parameters to decode
the test set directly, without reranking. As decoding
requires more resource than reranking, we only in-
terpolate with α = 0.0, 0.5, and 1.0. Fig 3, Fig 4
and 5 illustrate the results in green dashed line.

4.4 Avoiding Random Noise

In order to test whether the improvements in BLEU
score are resulted in the randomization in MERT, we
rerun the reranking method from MERT’s tuning to
the end 10 times (Here in each experiment, we just
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Figure 7: Out-Domain: The figure demonstrates the sig-
nificant improvements on Out-of-Domain set

run 1 instead of 3 times the baseline system, which
is different from what we do in Section 4.2 Sec 4.2),
indexed from 1 to 10. We set α = 0.4 in accor-
dance with the results showed in Fig 3. We show the
variances of each run in Fig 6 and Fig 7. We run the
experiment from MERT’s tuning to the reranking 10
times.

We also try different setting of sentence weight
and genetic algorithm, the results are reported in Fig
8.

5 Analysis of Results

We report results in Fig 4, Fig 5, Fig 6 and Fig 7,
then summarize the results in Fig 8. The first 4 bars
in each group are the results on the in-domain test
sets, and the following 3 higher bars are the results
on the out-of-domain test sets.

In this case, the leftmost point & dash-dot line
in the Fig 3, Fig 4 and Fig 5 where α = 0 actu-
ally equals to the baseline system where only MERT
is used to find the parameters. That is because the
MER parameter set found by MERT is still kept in
the Pareto-frontier determined by the NSGA-II al-
gorithm, which confirms MERT’s ability to find an
optimal feature set λ̂ on the tuning set.

5.1 Performance on In-Domain Data

We first look at the performance of our method on
the in-domain test data. As shown in Figures 4
and 6, the reranking technique steadily outperforms
the decoding technique. We note that the ranking
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Figure 8: Mean & STD: The mean and standard de-
viation of BLEU score variance on different settings.
len&(400 · 100): len indicates length() in Eq. (5).
(400 · 100) are (population · generation) setting in
NSGA-II. Improvement is more stable and significant on
Out-of-Domain than In-Domain ones.

method generally performs better than the other con-
figurations in all data sets. The difference is more
clear using α around 0.4, and is statistically signifi-
cant on test2006.

5.2 Performance on Out-of-Domain Data

On the out-of-domain data set, the improvement
brought by our proposed method is more perceiv-
able. Except for very few exceptions using the
reranking technique, both techniques can consis-
tently outperform the baseline which uses MERT. As
shown in Figure 7, the difference is often statistically
significant.

Looking at Figure 5, we find that between the
ranking and the decoding method, the decoding per-
forms much better. We suspect that the parameters
favored by the MER overfits the development set,
and this undesired tendency can be very much al-
leviated by the introduction of more generalizable
tuning objectives, such as MRC.

Results on the out-of-domain data sets, shown in
Figure 7, also confirm the necessity of combining
multiple tuning objectives in MT tuning.

5.3 Performance Comparison

Comparing the performance of our method on the
in-domain and out-of-domain data sets, we find that
MRCT performs much better on the out-of-domain
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Index of Exps 1 2 3 4 5 6 7 8 9 10
# of Iteration 11 15 15 12 9 10 15 12 14 15
Last Mert 26 22 28 23 17 13 23 12 18 26
Tuning 1222 1766 1657 1329 1047 1113 1694 1363 1613 1741
len1&(400 · 100) 780 615 782 793 570 448 755 499 606 793
len2&(400 · 100) 768 624 769 778 569 431 718 499 607 741
len2&(100 · 50) 95 76 96 97 70 55 89 63 75 96

Table 1: 10 experiment’s Running Time: in 100 seconds. Compare the GA with the total tuning time, and consider it
need only run once at the tuning phase, the computation cost is affordable.

data6, and can still help the performance when com-
bined with other tuning objectives on the in-domain
data.

Putting Fig 8 and Table 1 together, we can find
that, in the (400 · 100) setting, MRC generally per-
forms better than MER, and MRC can still ob-
tain steady improvements in far less time with the
(100 · 50) setting. Compare to the total tuning time,
even the time taken by the (400 · 100) setting is ra-
tional, for the NSGA-II is only run once at training
time.

These results demonstrate that our method can
bring steady improvement for cross-domain trans-
lation. Given the fact that purely in-domain data
is rarely found in the real world use cases, our
method’s ability to generalize to unknown domains
is desirable in real world translation tasks.

6 Conclusion

6.1 Conclusions and Future Work

In this paper we presented Maximum Ranking Cor-
relation Training (MRCT) for tuning MT systems
which was different from the MER. We optimized to
maximize the correlation between the model scores
and the BLEU scores on the N-best output of the de-
coder, and improved the robustness of our method
by combining this MRCT with MERT in an evo-
lution algorithm framework. We performed exper-
iments on both the in-domain and the out-of-domain
data set. Experimental results confirm that our
method consistently outperforms MERT on out-of-
domain data sets, and is on-par or slightly better than
MERT on in-domain data sets.

6Li et al. (2009), Pauls et al. (2009) and Chiang(2008)
also reports similar results although Chiang(2008) does not de-
scribed them explicitly

The most important characteristic of our method
is that it is easily extensible. We therefore plan to ex-
periment with more new optimizing objectives and
other optimizing algorithms, to exploit more fea-
tures in translation, and to extend our method to
other formalisms, such as hierachical (Chiang, 2005;
Chiang, 2007) or syntax-based (Galley et al., 2006;
Liu et al., 2006) translation.
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