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Abstract

In this paper, we propose a phrase segmen-
tation model for the phrase-based statistical
machine translation. We observed that good
translation candidates generated by a conven-
tional phrase-based SMT decoder have lexical
cohesion and show more uniform translation
for each phrase segment. Based on the obser-
vation, we propose a novel phrase segmenta-
tion model using collocation between two ad-
jacent words and translation entropy of phrase
segments. Experimental results show that the
proposed model significantly improves the
translation quality in both English-to-Korean
and English-to-Chinese translation tasks.

1 Introduction

Phrase segmentation is to split a sentence into a se-
quence of multiple phrases. The phrase-based sta-
tistical machine translation (PBSMT) includes the
phrase segmentation process (Koehn et al., 2003;
Och and Ney, 2004; Zens and Ney, 2004). An in-
put sentence is segmented into phrases at first, (here,
a phrase is not necessarily linguistically motivated)
and then translated by way of phrase-to-phrase.
Conventional PBSMT assumes that all of the pos-
sible phrase segmentation results are uniformly dis-
tributed.! One sentence can have multiple ways of
segmentation, because there is no assumption or
constraint for a phrase. For example, a sentence in-
cluding three words w; wows possibly has four kinds

! All imaginable phrase segmentation results do not actually
have same probabilities because one segment is constrained to
use only a phrase contained in a phrase table.
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of segmentation: wy /wy /w3, wi /waws, wiws/ws,
and wjwows. However, they do not consider any
characteristics of the cohesive power between words
consisting of source phrase segments.

Different phrase segmentation results usually
generate different translation results. Therefore, it is
obvious that there is a phrase segmentation which
is appropriate for generating a correct translation re-
sult. It means that we should differentiate the proba-
bilities of phrase segmentation candidates.

There are two previous works closely related to
the phrase segmentation model for PBSMT. The first
is the phrase segmentation model of Blackwood et
al. (2008). They proposed a simple phrase bi-gram
model which can be integrated into the translation
model. They verified that estimating a phrase seg-
mentation probability using a very large monolin-
gual corpus is helpful for improving the translation
quality.

The second is the study for the discriminative
translation boundary classifier for PBSMT (Xiong
et al., 2010). Their model classifies each word of
an input sentence as beginning or ending. The pre-
dicted phrase boundary produced promising results
in phrase-based translation. They did not, however,
devise a probabilistic model which can be integrated
into the translation model.

There also have been some strategies which score
each source phrase in a phrase table from various
viewpoints. While the first type is utilizing statistical
collocation information (Ren et al., 2009; Liu et al.,
2010), the second is based on the multiword expres-
sions translation (Lambert and Banchs, 2005; Ren
et al., 2009; Carpuat and Diab, 2010). These studies



usually append additional features to a phrase table.
It can be said that their methods indirectly give dif-
ferential probabilities to possible segmentation re-
sults. However, they did not try to explicitly model
the generation process of a phrase segmentation re-
sult.

Most previous works did not describe the condi-
tion of good segmentation, i.e. segmentation to gen-
erate a high quality translation result. The good seg-
mentation has some characteristics which are differ-
ent from the bad segmentation in terms of transla-
tion.

In this paper, we address the following questions.

e What characteristics of a source word se-
quence, i.e. a candidate segment help the model
find the appropriate phrase segmentation in
terms of the translation quality?

e How can we design a probabilistic segmenta-
tion model considering such characteristics?

We propose a new phrase segmentation model
which considers the lexical cohesion between adja-
cent words and the translational diversity of a word
sequence as the characteristics of good segmenta-
tion. In order to reflect such characteristics in the
model, we use statistical collocation and transla-
tional entropy. Our approach can reflect multiple
characteristics and can be integrated into the phrase-
based translation model.

The rest of the paper is organized as follows. Sec-
tion 2 analyzes the phrase segmentation result of the
conventional translation model and catches charac-
teristics of good segmentation results. Section 3 pro-
poses the phrase segmentation model for PBSMT.
Section 4 presents the experimental setup and results
on two translation tasks. Finally, section 5 concludes
the paper.

2 Analyzing Phrase Segmentation of
Conventional PBSMT

2.1 Phrase-based Translation Model

We describe the conventional phrase-based transla-
tion model before analyzing the phrase segmentation
results produced by the model.

The traditional phrase-based translation model in-
troduces the phrase segmentation model (Zens and
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Ney, 2004; Blackwood et al., 2008) assuming a one-
to-one phrase alignment.

P(fle) ~ max {P(Se)P(f{[e])} (1)

where f and e indicate the source and target sen-
tences respectively, f{ and & mean the segment se-
quences of source and target sentences respectively,
and S denotes a source phrase segmentation.

The translation model is decomposed into the
phrase segmentation probability and the phrase-level
translation probability. The segmentation probabil-
ity P(S|e) is regarded as a constant as shown in the
following equation.

P(S|e) = Constant ()

The phrase-level translation probability is mod-
eled by using the independence assumption as fol-
lows.

I

P(fllel) = [[ o(file:)d(start;—end;—1—1) (3)

=1

where ¢ means phrase translation probability and d
means distance-based phrase distortion probability.

2.2 Analyzing Phrase Segmentation Results

In this section, we analyze n-best translation candi-
dates produced by the PBSMT decoder with the uni-
form segmentation model.

We have performed the English-to-Korean trans-
lation task using the PBSMT engine, which was
built using Moses (Koehn et al., 2007) toolkit and
the parallel corpus described in section 4 for train-
ing, tuning and evaluation.?

Table 1 and 2 show the comparison of the seg-
mentation statistics between high quality translation
and low quality translation among 200-best candi-
date translation results of the input sentence by the
conventional translation model. We classified each
candidate translation as ‘high quality’ class or ‘low
quality’ class. If the BLEU score of a translation
candidate is higher than that of the 1-best transla-
tion result, it is classified as ‘high quality’, otherwise

*We have used -n-best-list and -include-alignment-in-n-best
as additional options to obtain n-best outputs and their phrase
segmentation result.



68 High Qual- 131 Low Qual-
ity Translation ity Translation
i Input Not Split Not Split
Sentence | split split

1 most 0% 100% 0% 100%
2 | bankers 0% 100% 0% 100%
3 required | 0% 100% 0% 100%
4 | that 0% 100% 0% 100%
5 customers | 0% 100% 0% 100%
6 | pay 0% 100% 0% 100%
7 15 100% 0% 100% 0%

8 | percent 67.3% 32.7% 27.4% 72.6%
9 | of 32.7% 67.3% 72.6% 27.4%
10 | their 32.7% 67.3% 72.6% 27.4%
11 | credit 67.3% 32.7% 27.4% 72.6%
12 | card 0% 100% 0% 100%
13 | balance 0% 100% 0% 100%
14 | every 5.8% 94.2% 12.6% 87.4%
15 | month 94.2% 5.8% 87.4% 12.6%
16 0% 100% 0% 100%

Table 1: Statistics of split between adjacent words in
source segmentation for translation candidates by PB-
SMT (Input: Most bankers required that customers pay
5 percent of their credit card balance every month.)

99 High Qual- 100 Low Qual-
ity Translation ity Translation
i Input Not Split Not Split
Sentence | split split
1 need 9.1% 90.9% 0% 100%
2 |a 87.9% 12.1% 99% 1%
3 | place 12.1% 87.9% 0% 100%
4 | to 100% 0% 90% 10%
5 | live 0% 100% 0% 100%
6 | while 0% 100% 0% 100%
7 | taking 1.7% | 283% | 0% 100%
8 courses 92.9% 7.1% 100% 0%
9 | at 7.1% 92.9% 0% 100%
10 | our 99% 1% 99% 1%
11 | english 96% 4% 97% 3%
12 | school 4% 96% 0% 100%
13 | 2 0% 100% 0% 100%

Table 2: Statistics of split between adjacent words (ith
and i+1th) in source segmentation for translation candi-
dates by PBSMT (Input: Need a place to live while taking
courses at our English school?)

200

‘low quality.” Each row of table 1 and 2 shows both
the ratio that two adjacent words in the source sen-
tence are segmented in a phrase segmentation and
the ratio that they are not segmented.

The rows shown in bold have very different ra-
tio between high and low quality. It means that these
words are important segmentation points for transla-
tion. For example, when percent and of are not split,
the system usually generates high quality transla-
tion. On the other hand, it is better to split of and
their for good translation. Therefore, if we know that
the segmentation percent of / their is better than per-
cent | of their then we can improve the translation
quality by choosing the better one during translation
process. As a consequence of this observation, we
need a good method of distinguishing between ap-
propriate segmentation and inappropriate segmenta-
tion.

Through the additional analysis, we have found
out the following two tendencies. First, when some
collocations such as credit card are allocated to the
same segment, the translation quality tends to be
high. Second, it also does when a phrase whose
translational diversity is low is not segmented. In
other words, though individual words in a phrase
may be diversely translated, the phrase may be usu-
ally translated as a few expressions. For example, the
candidate segment faking courses in table 2, might
be always translated as the Korean expressions, <~ 7F
3} C}(su-gang-ha-da) or ¢9~& 2FC}(yeon-su-reul
bat-da), of which meanings are similar. Such word
sequences are usually treated as idiomatic expres-
sions, named entities or some expressions which are
likely to be consistently translated by human trans-
lators.

3 Phrase Segmentation Model for PBSMT

We assume that the probabilities of all possible
phrase segmentation results of a source sentence are
not uniformly distributed. Here, we propose a trans-
lation model which distinguishes between a phrase
segmentation candidate that is likely to generate
high quality translation and other segmentation can-
didates. The probabilistic segmentation model out-
puts a probability of the generation of I segments as
follows.



P(S\e) :P(él---éllel---en),l <I<n &

where e is a word, € is a segment, n is the num-
ber of words, and I is the number of segments. This
segmentation model® replaces the constant of equa-
tion (2). This modeling is similar to the approach of
Blackwood et al. (2008).

3.1 Phrase Segmentation Model using
Collocation and Translational Entropy

In this section, we propose three different kinds of
phrase segmentation models. The models basically
output the segmentation probability of a given sen-
tence by normalizing the product of the score of each
candidate segment as follows:

1/1
= 2oy (I, Score (@)

where Z is a normalization factor and Score(é) de-
notes the scoring function of a candidate segment.

(&)

Model using Collocation Measure (CO)

As the first model, we present a segmentation
model with the collocation concept. In this model,
when mutually cohesive words belong to one seg-
ment, we give a high score to the segment. Segmen-
tation candidates of a source sentence are differen-
tiated by the score of each segment. The score is
obtained by calculating a collocation score for each
pair of adjacent words contained in the segment.
Here, if only one word is contained in the candi-
date segment, the function gives a constant K to the
segment according to the equation 6, and K is opti-
mized by experiments on the development set.

Score(é;)
K Zf |él| =1
= 1/(leil-1) _
(HV@jGéi Col(ej, 6j+1)) otherwise
(6)

where |é| is the number of words contained in a seg-
ment and the function C'ol() means the collocation

3We note that the direction of source and target was re-
versed by the assumption of the noisy channel. The segmen-
tation model is actually applied to the source side rather than to
the target side.
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score of two words. The measurement of the score
is presented in section 3.2.

This model may produce similar effects to the ap-
proach using the collocation probability for improv-
ing the phrase table, which is proposed in (Liu et
al., 2010).

Model using Translational Entropy 1 (TE)

Based on the analysis of section 2, this model as-
sumes that the segmentation in which a word se-
quence with low translational diversity is not split
will generate a high quality translation. In order
to reflect this idea, we use the translational en-
tropy (Melamed, 1997) of each candidate segment.
The following function gives a high score to the seg-
ment whose translations are not diverse.

{ K
1
TE(EZ)

where T'E/(e) means the translational entropy of a
segment. It has a high value when possible transla-
tion candidates of € are diverse and the translational
entropy is computed as follows.

if el =1
otherwise

)

Score(e;) =

TE(@) = H(Te)

8
=~ Svier Pte)ogPte)  ©

where 15 is a set of all possible translation candi-
dates of a segment e.

Model using Translational Entropy 2 (GT)

The third model GT is a variation of the second
model. The GT model measures the Gap between
the word-level and the phrase-level 7'ranslational
entropy.

The TE model focuses on the translational diver-
sity of a phrase segment. To enhance the TE model,
we develop the third model which uses the transla-
tional diversity of a phrase and that of a word to-
gether. Suppose that there are two English words w;
and wso. While each of them can be translated into
various Korean words, the phrase “w; ws” is trans-
lated into only one Korean phrase. In such a case, it
is natural to group w; and ws into one phrase. The
model reflects this intuition and therefore scores a
segment candidate by the following equation.



Score(&;)
K if el =1
- ﬁ dovees; TE(e) —TE(e;) otherwise
©)

This model is similar to a scoring function for
identifying idiomatic expressions proposed in (Lee
et al., 2010). According to the work, a lot of id-
iomatic expressions are highly ranked by the scoring
function. It is obvious that when these expressions
are not segmented, the system can generate better
translation results.

Both TE and GT models differ from CO model.
While CO model considers monolingual character-
istics of candidate segments, both TE and GT mod-
els consider bilingual ones. We expect that TE and
GT models will be more specialized models for ma-
chine translation.

3.2 Parameter Estimation

The parameter of CO model is estimated from
monolingual corpus. In order to calculate the statis-
tical collocation score between adjacent words, we
adopt the log likelihood ratio which has been widely
used to measure the association of two random vari-
ables. The measure is like the following equations.

Col(ej, ej11)

L(ci2,c1,p)L(ca—c12,N—c1,p) (10)

= log L(ci12,¢1,p1)L(ca—c12,N—c1,p2)
Lk,n,z) = zF1 —2)" % p = C(?{;rl) (11)
p1 = C(€j7€j+1) D2 = C(ej+1) - C(ej’€j+1)
0(6]’) 7 N — C(ej)
(12)

where L() means a likelihood, C'() means the num-
ber of occurrences of a word or a word sequence in
the corpus, and N is the number of word tokens in
the corpus.

We have to calculate the translational entropy of a
candidate segment for estimating parameters of both
the TE model and the GT model. They need to es-
timate P(t|€) in equation (8). It is obtained from
phrase-aligned parallel corpus by relative frequency
according to the following equation:*

*P(t|€) can be easily obtained from the phrase table which
is constructed by training the translation model.
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English ‘ Korean

Train | Sentences 488K
Words | 10.8M [ 13.4M

Dev | Sentences 1,000
Words | 22.1K [ 27.6K

Test | Sentences 1,000
Words | 21.6K | 26.5K*

Table 3: English-Korean parallel corpus statistics. The as-
terisked number means an average of three references.

English | Chinese

Train Sentences 485K
Words 11.3M \ 16.4M

Dev Sentences 500
Words | 11.2K [ 169K

Test Sentences 1,859
(MT-08 EtoC) | Words | 45.6K | 76.5K*

Table 4: English-Chinese parallel corpus statistics. Chi-
nese words are counted by the character segment. The
asterisked number means an average of four references.

count(t, e)
P(tle) = =——— 13
(tle) >y count(t', €) (13)
where count() means the frequency of phrase pairs
in the corpus.

3.3 Decoding

We have explicitly integrated the phrase segmenta-
tion model into the phrase-based translation model.
The segmentation model is regarded as one of fea-
ture functions in the log-linear model. We can use
the conventional decoding algorithm of PBSMT
to translate an input sentence using the translation
model including the new segmentation model.

The decoder using our segmentation model is im-
plemented to evaluate translation hypotheses with
the total score in which the segmentation model
score is added. In this decoding process, only the
phrases in phrase table are considered as candidate
segments. Therefore, the issue of the computational
complexity is not critical because all possible seg-
mentation candidates of an input sentence are not
considered.



E-to-K E-to-C
Model | BLEU | NIST | BLEU | NIST
Baseline | 25.39 | 7.146 | 24.61 | 7.291
+CO 25.85 | 7.206 | 26.26 | 7.605
+TE 2594 | 7.371 | 25.98 | 7.343
+GT 25.92 | 7.343 | 25.75 | 7.388

Table 5: Performance of proposed models

4 Experiments

4.1 Experimental Setup

We have experimented with our model in English-
to-Korean and English-to-Chinese translation tasks.

Table 3 shows the statistics of English-Korean
parallel corpus crawled from online newswires.’
We have also used 485K English-Chinese sen-
tence pairs and 500 sentence pairs from LDC cor-
pora (LDC2005T10, LDC2005T06, and part of
LDC2004T08) as training and development set,
respectively. The official evaluation set of NIST
OpenMT 2008 Evaluation (MTO08) has been used
as a test set for English-to-Chinese translation task.
Their statistics are reported in table 4.

Both the BLEU score (Papineni et al., 2002) and
the NIST score (NIST, 2001) are used as eval-
uation metrics of the translation quality. Perfor-
mance on English-to-Korean task is measured with
word-segmented translation sentences, while that on
English-to-Chinese task is measured with character-
segmented translation sentences.

We have used the open source SMT engine,
Moses (Koehn et al., 2007) with default options as
the baseline model which uses the uniform segmen-
tation model. Our phrase segmentation models are
trained by calculating scores for each source phrase
of the phrase table in the model training step. We in-
tegrate our models to the baseline and evaluate their
effects. The minimum error rate training (MERT) is
used for the weight tuning of both the baseline and
our proposed systems.

4.2 Experimental Results

Table 5 compares the baseline model with the pro-
posed models. The baseline model includes no

SThis corpus is provided by SK Telecom only for research
purpose. The parallel sentences are crawled over various online
newswires.
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E-to-K E-to-C
Model BLEU | NIST | BLEU | NIST
Baseline 2539 | 7.146 | 24.61 | 7.291
+CO+TE 2590 | 7.422 | 25.04 | 7.377
+CO+GT 2593 | 7.356 | 26.53 | 7.571
+TE+GT 25.63 | 7.199 | 25.99 | 7.369
+CO+TE+GT | 2591 | 7.395 | 25.51 | 7.446

Table 6: Performance of various combinations of pro-
posed models

phrase segmentation model. All of the proposed
models have consistently increased both the BLEU
score and the NIST score on two translation tasks.
The bold font in the table represents the results that
pass a significance test.® These results demonstrate
that the proposed phrase segmentation models are
effective in improving the translation quality.

An interesting result is that the performance im-
provement of CO model is largest in English-to-
Chinese, while smallest in English-to-Korean. From
this result, we can find that the helpfulness of each
segmentation model depends on the language pair.

We have also obtained the results of the model
combinations as shown in table 6. We expect that
their combination might produce a complementary
effect, because three proposed models reflect differ-
ent characteristics of segmentation. We have imple-
mented the combinations of our phrase segmenta-
tion models by adding multiple features into the log-
linear model. Unlike our expectation, their BLEU
scores are little different from those of the single
models. However, one positive aspect is that CO+TE
and CO+GT models give higher NIST scores than
each single model of the combined model. It also
can be said that the low performance of TE+GT is
because of a high correlation between TE and GT
model’s feature values.

4.3 Discussion

In order to analyze the coverage and the practi-
cal effect of the proposed model, we first evalu-
ate only sentences whose source phrase segmenta-
tion is changed by the proposed model in the test
set. The results are shown in table 7. Here, “#Sent”

®We have used Zhang’s significance tester (Zhang and Vo-
gel, 2004).




input ~ the number of abductees amounts to 82,959 .
reference ~ FEz} o £ 7} 82959% o o] vt}
(~ DPRK abductee of number 82,959 amounts to D)
baseline segmentation | ~ the number of / abductees / amounts / to / 82,959/ ./
translation | ~ 3 X} &/-2/82,959/3}/ %k t}./
(~ abductees / /82,959 /do /was. /)
CO+TE+GT | segmentation | ~ the number of / abductees / amounts to / 82,959/ ./
translation | ~ 3% 2} 5/82,959/ ¢ o]2/ v T}./
( ~ abductees /82,959 /amountto/is. /)
input ~ workers with shabby clothes and dirty faces .
reference ~3Est kel HHr dE S A =FAE
( ~ shabby cloth  dirty face have workers )
baseline segmentation | ~ workers with / shabby / clothes / and dirty / faces . /
translation | ~ A& /SH/ T HHL /S A/ Y./
( ~ change / do / dirty / wear a cloth / be ~ing . /)
CO+TE+GT | segmentation | ~ workers / with / shabby / clothes and / dirty faces /. /
translation | ~ AL 59/ ,/HHue I/ E /5F/ )./
( ~ workers” /cloth , / dirty face /with/do/was. /)

Table 9: Examples of English-to-Korean translation using the baseline and CO+TE+GT model

Task | Model | #Sent | Baseline | Proposed
E-to-K | +CO | 726 24.88 25.46
+TE 786 24.84 25.48
+GT 751 24.82 25.48
E-to-C | +CO | 1,786 | 24.56 26.23
+TE | 1,733 | 24.42 25.83
+GT | 1,698 | 24.47 25.65

Table 7: Performance in segmentation-changed sentences
(BLEU)

Model | Top-10 | Top-50 | Top-100
Baseline | 41.9% | 54.2% | 60.9%
+CO 50.0% | 62.1% | 68.6%
+TE 478% | 61.3% | 66.1%
+GT 449% | 572% | 63.3%

Table 8: Agreement rate between the segmentation result
of 1-best translation and the most frequent segmentation
result of high quality (BLEU top-N) translation candi-
dates in test set
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means the number of sentences whose segmentation
is changed. The column shows that our method af-
fects more than 70% of input sentences in English-
to-Korean and more than 90% of input sentences in
English-to-Chinese. More important result is that the
performance gain of these sentences is larger than
that of all sentences (see table 5). Thus, we believe
that the proposed method has enough coverage and
positive effect on translation.

Now we want to examine whether our model ac-
tually generates appropriate segmentation in terms
of the translation quality. Unfortunately, there exists
no gold standard phrase segmentation of an input
sentence. Furthermore, the view of good segmenta-
tion for MT system may be different from that for
human. Therefore, we compare the agreement rate
between the segmentation result of 1-best transla-
tion and the most frequent segmentation result of
high quality translation candidates for each input
sentence. In this analysis, we assume that the typ-
ical segmentation result of n translation candidates
with high BLEU score approximates good segmen-
tation in terms of the translation quality. We use 10,
50, and 100 as n.

Table 8 shows the segmentation agreements in
English-to-Korean translation results. The segmen-
tation of 1-best translation result generated by the
proposed model agrees with the typical segmenta-



tion result at a higher rate than that by the baseline
model. This statistics imply that the proposed model
generates better phrase segmentation as expected.

Two examples described in table 9 show the ef-
fect of our method more clearly. In the first example,
amounts and to are grouped together into a phrase,
and thus the system successfully generates a target
phrase ©f] ©] Z(e i-reu). Our model also helps the
system adequately translate clothes and dirty faces
as =, O H L ¥ZF(ot, deo-reo-un eol-gul) in the
second example, while the baseline model generates
incorrect answer.

5 Conclusions

In this paper, we propose a phrase segmentation
model for the phrase-based statistical machine trans-
lation. We demonstrate that the characteristics of
good segmentation can be found based on the anal-
ysis of translation candidates generated by the con-
ventional PBSMT decoder. We observed that good
translation candidates produced by the SMT de-
coder have lexical cohesion and show more uniform
translation for each phrase segment. Based on the
observation, we propose a novel phrase segmenta-
tion model using collocation between two adjacent
words and translation entropy of phrase segments.
Experimental results show that the proposed model
significantly improves the translation quality in both
English-to-Korean and English-to-Chinese transla-
tion tasks.

For the future work, we plan to incorporate the
phrase segmentation model using collocation and
translational entropy into other statistical translation
models such as hierarchical model or syntax-based
model. It is also required to study translational di-
versity in the phrase pair extraction step. We expect
to obtain a more improved phrase table which can
help source phrase segmentation through the work.
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