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Abstract
Punctuation prediction is an important task in Spoken Lan-
guage Translation. The output of speech recognition systems
does not typically contain punctuation marks. In this pa-
per we analyze different methods for punctuation prediction
and show improvements in the quality of the final transla-
tion output. In our experiments we compare the different ap-
proaches and show improvements of up to 0.8 BLEU points
on the IWSLT 2011 English French Speech Translation of
Talks task using a translation system to translate from un-
punctuated to punctuated text instead of a language model
based punctuation prediction method. Furthermore, we do
a system combination of the hypotheses of all our different
approaches and get an additional improvement of 0.4 points
in BLEU.

1. Introduction
Spoken language translation (SLT) is an important applica-
tion of automatic speech recognition (ASR) and machine
translation (MT). It takes one of the most natural forms of hu-
man communication – speech – as input and makes it acces-
sible to speakers of another language. In recent years, large
research projects have been focussed on speech translation
such as the European TC-Star project where the focus was
on speech-to-speech translation of speeches in the European
parliament and the DARPA-funded GALE project where TV-
shows and broadcast news were translated from Arabic and
Chinese to English for intelligence purposes. Even applica-
tions for mobile phones are now available to a broader au-
diences. For example, the Google Translate application for
Android mobile phones has been downloaded more than 10
million times already 1, a number clearly stating the rising
acceptance of speech translation technologies in the general
public.

The speech translation process is typically divided in two
distinct parts. First, there is automatic speech recognition,
that provides a transcription of the spoken words. The second

1https://market.android.com/details?id=com.
google.android.apps.translate&hl=en

part is the translation of the recognized words by the machine
translation system.

Almost all state-of-the-art ASR systems recognize se-
quences of words, but do not provide punctuation marks. In
regular spoken text, punctuation marks are not made explicit.
Humans can often infer punctuation by prosodic, syntactic
or semantic cues, but the tasks is difficult for more casual
and conversational speech as grammatic rules are often only
loosely observed. This makes the evaluation of speech recog-
nition results with punctuation more ambiguous and there-
fore recognitions systems tend to be optimized for output
without punctuation.

Most MT system however are trained on text data with
proper punctuation marks. Therefore, for an acceptable level
of quality in translation, the systems expect correctly punctu-
ated texts. Furthermore, the output of MT is expected to have
correct punctuation in the output, even when translating from
speech. Therefore, punctuation prediction has to be done at
some stage of the speech translation process.

In this work, we will model punctuation prediction as ma-
chine translation and compare the different stages at which
the prediction is done. The method is compared to the most
common existing methods and evaluated by the accuracy of
the predicted punctuation as well as by the quality of the final
translation output.

The paper is organized as follows. In Section 2, a short
overview of the published research on punctuation prediction
is given. In Section 3, we recapitulate different approaches
for punctuation prediction. We present our approach using
a statistical phrase-based machine translation system in Sec-
tion 4, followed by Section 5 describing the system combi-
nation. Finally, Section 6 describes the experimental results,
followed by a conclusion.

2. Related Work

This paper is based on the work of [1]. Amongst others
they presented three different approaches to restore punctu-
ation in already segmented ASR output. In addition to im-
plicit punctuation generation in the translation process, punc-
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tuation was predicted as pre- and postprocessing step. For
punctuation prediction they used the HIDDEN-NGRAM tool
from the SRI toolkit [2]. The implicit punctuation generation
worked best on IWSLT 2006 corpus, but on TC-STAR 2006
corpus they achieved better results with punctuation predic-
tion on source and target. They pointed out that on small
corpora like IWSLT 2006 falsely inserted punctuation marks
in the source side deteriorated the performance of the trans-
lation system. However, the IWSLT corpus became larger
in the last years and therefore we verify the results within
IWSLT 2011 SLT task. Furthermore, we use in addition for
the punctuation prediction a phrase-based statistical machine
translation system.

Using MT for punctuation prediction was first described
in [3]. In this work, a phrase-based statistical machine trans-
lation system was trained on a pseudo-’bilingual’ corpus.
The case-sensitive target language text with punctuation was
considered as the target language and the text without case
information and punctuation was used as source language.
They applied this approach as postprocessing step in evalu-
ation campaign of IWSLT 2007 and achieved a significant
improvement over the baseline.

In [4] the same approach was employed as preprocess-
ing step and compared with the HIDDEN-NGRAM tool within
the evaluation campaign of IWSLT 2008. The HIDDEN-
NGRAM tool outperformed the MT-based punctuation pre-
diction. Moreover, they achieved further improvements by
combining these two methods using a majority voting proce-
dure. In our work, we further investigate this approach and
compare it with the HIDDEN-NGRAM tool at different stages
at which the prediction is done. In our analysis we consider
translation quality at the end of the translation pipeline as
well as the accuracy of the punctuation prediction. In con-
trast to the majority vote, we do a system combination of the
hypotheses of all different approaches.

The approach described in [5] is based on conditional
random fields (CRF). They extended the linear-chain CRF
model to a factorial CRF model using two layers with differ-
ent sets of tags for punctuation marks respectively sentence
types. They compared their novel approach with linear-chain
CRF model and the HIDDEN-NGRAM tool on the IWSLT
2009 corpus. Besides the comparison of the translation qual-
ity in terms of BLEU, they also compared the CRF models
with the hidden event language model regarding precision,
recall and F1-measure. Both in terms of BLEU and in terms
of precision, recall and F1-measure the CRF models outper-
formed the hidden event language model. They claimed that
using non-independent and overlapping features of the dis-
criminative model as machine translation instead of a lan-
guage model only helped. Similar to this approach, using
a phrase-based machine translation system for punctuation
prediction has the advantage to integrate more features be-
side the language model.

3. Punctuation Prediction Strategies
As mentioned in Section 1, there are three stages at which
punctuation can be predicted: before, during, and after trans-
lation. Each of the stages requires a different translation sys-
tem.

• When we predict the punctuation before translation, a
regular text translation system can be used, that ex-
pects correctly punctuated input.

• To predict punctuation in the translation process, we
need a translation system without punctuation marks
in the source language, but with punctuation marks in
target language.

• Punctuation prediction in the target language requires
a translation system training without any punctuation.

The different approaches are visualized in Figure 1.
For all approaches, we assume that the segmentation of

the speech recognition output is given and corresponds to at
least sentence-like units. The level of annotation can vary
from predicting only sentence-end punctuation marks such
as full stops and questions marks, or a richer annotation that
also contains commas and more challenging types of punctu-
ation such as parentheses and quotation marks. In this work,
we consider all kind of punctuation.

In the following subsections, we will describe each pre-
diction strategy and the consequences on the translation
pipeline in more detail.

3.1. Prediction in the Source Language

Predicting punctuation in the source language means, that
the output from the speech recognition system, that does not
contain any punctuation marks is augmented with punctua-
tion using automatic methods. The main advantage of this
methods is that no modification to the training data or the
translation system are required and a standard text transla-
tion system can be used.

In order to provide a good input for the translation sys-
tem and to get a good translation, the punctuation prediction
has to be accurate as possible. Errors in the predicted punc-
tuation can affect the translation system output quality. The
main reason for this is that longer phrase or rule matches in
the translation system are prevented by incorrectly inserted
punctuation marks. Therefore, for this approach, the accu-
racy of the prediction is crucial for the final translation sys-
tem performance.

The prediction performance itself is influenced by the er-
ror rate of the speech recognition system. Recognition errors,
that already by themselves are impairing the translation qual-
ity may lead to additional punctuation prediction errors that
further increase translation error rate.

Nevertheless the approach of predicting punctuation
marks in the source language remains attractive because of
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ASR output

source language punctuation prediction

Implicit 
 wann sagten Sie ist es so weit 

 
 when, did you say, will it be ?

NoPunct 
 wann sagten Sie ist es so weit 

 
 when did you say will it be ?

FullPunct 
 wann, sagten Sie, ist es so weit ? 

 
 when, did you say, will it be ?

target language punctuation prediction

Figure 1: The three different stages where punctuation prediction can be done.

sagten sie

sagten sie sagten sie , , sagten sie , sagten sie ,

Figure 2: The German source phrase ”sagten sie” has four
possible translation options in the IMPLICIT system

the above stated simplicity in retaining the universal transla-
tion system. In the remainder of this work, we will refer to
this translation system as FULLPUNCT.

3.2. Implicit Prediction

Natural languages have a variety of different punctuation sys-
tems and rules. Typically, the punctuation in one language
cannot always directly be taken over into another language.
As translation systems learn from real data, they also implic-
itly learn to handle the different punctuation styles in source
and target language.

The implicit punctuation prediction approach proposed
by [1], takes this idea and assume that the source language as
produced by the speech recognition system does not contain
any punctuation marks and the target language uses regular,
full punctuation. We will refer to this system as IMPLICIT.

The training data for this machine translation system is
preprocessed by removing all punctuation marks from the
source language data, while the target language data is kept
untouched. The removal is done after the word alignment
step. The punctuation marks in the target sentence which
are aligned with punctuation marks in the source sentences
become non-aligned. In the phrase extraction two different
phrase pairs for the same source side are extracted: One con-
taining the punctuation mark and one without punctuation.
In Figure 2 the German source phrase ”sagten sie” has four
possible translation options.

For IMPLICIT, we can still use the same language model
as for the regular FULLPUNCT system. However, we need

to change the translation model by re-extracting phrase and
word lexicon models. Another disadvantage of this method
is, that prediction and translation are not separate compo-
nents in the speech translation pipeline. This makes system-
atic translation errors harder to track down, and separate op-
timization and execution of the components impossible.

3.3. Prediction in the Target Language

The prediction in the target language is done after translation.
The translation system needed for this method does not have
any punctuation in source and target language. All punctua-
tion marks are removed from the training data as well as from
the development and test sets. This results in the machine
translation system NOPUNCT. After the translation process,
the punctuation marks have to be inserted in the same way as
when predicting punctuation marks in the source language.

This method has two major disadvantages. First, in addi-
tion to the translation model also the target language model
used in translation has to be rebuilt. The second and more
severe disadvantage for the final system performance is, that
the translation produces errors, that make the punctuation
prediction less accurate. This includes errors resulting from
incorrect speech recognition that are propagated through the
translation system as well as errors introduced in the trans-
lation process itself. As translation error tends to be higher
than speech recognition error, accurate prediction of punctu-
ation marks in the target language is conceptually more error-
prone than the other methods presented above.

4. Punctuation Prediction with Statistical
Machine Translation

Inspired by [1], we use a phrase-based machine translation
system to predict punctuation marks. Instead of using a bilin-
gual translation system, where source language and target
language are different natural languages, we use a system
where we translate into a natural language with proper punc-
tuation from the same natural language without punctuation.

The motivation for this procedure is that additional mod-
els of the translation system and the possibility to automati-
cally tune the system for good performance with respect to an
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Figure 3: monoton alignment with punctuation marks
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Figure 4: punctuation marks in the source sentence become
non-aligned

evaluation measure help to predict punctuation correctly. In
contrast, the HIDDEN-NGRAM is based on a language model
only, but a phrase-based MT system is able to use further
features e.g. the phrase translation probabilities.

We train our system monolingual using the source lan-
guage training corpus. In order to train the system, we create
two versions of the source language text: one without punc-
tuation and one with punctuation. For phrase extraction, the
alignment is assumed to be monotone. Similar to the implicit
prediction approach, the punctuation marks in the target sen-
tence which are aligned with punctuation marks in the source
sentences become non-aligned. In Figure 3 and Figure 4 is
one example for deleting the punctuation marks in the source
sentence. Now, we are able to train a monolingual MT sys-
tem for unpunctuated to punctuated text.

The tuning set for the parameter tuning is constructed by
removing the punctuation marks from the regular develop-
ment set source text. As reference we use the original source
text with the punctuation left intact.

The phrase-based MT system used in this work for the
punctuation prediction is an in-house implementation of the
state-of-the-art MT decoder described in [6]. We use the
standard set of models with phrase translation probabilities
and lexical smoothing in both directions, word and phrase
penalty, an 9-gram source language model and three binary
count features. Due to the fact, that we use a monotone align-
ment, the reordering model is dropped. We also allow longer
phrases to capture punctuation dependencies. The optimiza-
tion is done with standard MERT [7] on 200-best lists with

ASR output

FullPunct Implicit NoPunct

system combination

Figure 5: System combination of the translation result com-
ing from different punctuation prediction methods.

BLEU as optimization criterion. 200-best lists are chosen to
get more different hypotheses.

5. System Combination
System combination is used to produce consensus transla-
tions from multiple translation hypotheses generated with
different systems. We follow an approach similar to the one
described in [8, 9]. The basic procedure is, that hypotheses
from different translations systems are aligned on the word
level to find corresponding parts. Based on these alignments,
a weighted majority voting on aligned words and additional
models are used to produce the consensus translation.

In the scope of this work, we will combine translation
output from multiple punctuation prediction schemes. Fig-
ure 5 shows the basic idea how to use system combination in
this task.

6. Experimental Evaluation
The methods presented in this paper were evaluated on
the IWSLT 2011 English-to-French translation track [10].
IWSLT is an annual public evaluation campaign focused on
speech translation. The domain of the 2011 translation task
is lecture-type talks presented at TED conferences which are
also available online2. Two different conditions were evalu-
ated: Automatic and manual transcription of lectures. While
the correct manual transcription also contained punctuation
marks, the automatic transcription did not. The automatic
transcription used in this work was the 1-best hypothesis
from the speech recognition system. The in-domain train-
ing data (Table 1) also consisted of transcribed TED lectures
as well as news commentaries and transcribed speeches from
the European Parliament. For system tuning and testing, we
use the provided 1-best ASR output as development set and
test set (Table 2).

2http://www.ted.com/
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Table 2: Data statistics for the preprocessed English-French development and test sets used in the MT and SLT track. In the sets,
numerical quantities have been replaced by a special category symbol.

MT SLT
English French English French

dev Sentences 934
Running words 20131 20280 17735 20280
without Punct. Marks 17795
Vocabulary 3209 3717 3132 3717

test Sentences 1664
Running words 31975 33814 27427 33814
without Punct. Marks 27653
Vocabulary 3711 4678 3670 4678

Table 1: Data statistics for the preprocessed English-French
parallel training corpus used in the MT track. In the corpus,
numerical quantities have been replaced by a special category
symbol.

English French
Sentences 2.0M
Running words 54.3M 59.9M
without Punct. Marks 48.9M
Vocabulary 136K 159K

Table 3: Data statistics for the preprocessed English without
punctuation marks - English parallel training corpus used for
punctuation prediction with the phrase-based MT system. In
the corpus, numerical quantities have been replaced by a spe-
cial category symbol.

English
without
Punct.

English French
without
Punct.

French

Sentences 107075
Running words 1.8M 2.1M 1.9M 2.2M
Vocabulary 43554 43576 55640 55663

6.1. Punctuation Prediction Model

The 9-gram language model is trained on the given train-
ing corpus (Table 1). The phrase extraction is done on the
English-without-punctuation to English corpus (Table 3) re-
spectively on the French-without-punctuation to French cor-
pus (Table 3). We use a modified development set as de-
scribed in Section 4. We remove the punctuation of the de-
velopment and test sets which are available in the MT task of
IWSLT 2011 (Table 2).

6.2. Hierarchical phrase-based decoder for translation

The following MT system is given to compare all punctu-
ation prediction strategies. We use the open source hierar-
chical phrase-based system Jane [11], which implements the
hierarchical approach as introduced by [12]. The search is
carried out using the cube pruning algorithm [13]. The mod-
els integrated into our Jane systems are: phrase translation
probabilities in both translation directions, word and phrase
penalty, binary features marking hierarchical phrases, glue
rule, and rules with non-terminals at the boundaries, four bi-
nary count features and an 4-gram language model. For a
robust baseline we add a sparse discriminative word lexicon
(DWL) model for lexical smoothing and triplets similar to
[14]. The model weights are optimized with standard MERT
[7] on 100-best lists.

6.3. Comparison of the punctuation prediction accuracy

To assess and compare the punctuation prediction perfor-
mance of the approaches presented in Section 3, we remove
all punctuation from test set of the correct manual transcrip-
tion, and restore the punctuation marks with the HIDDEN-
NGRAM as well as with our phrase-based decoder for punctu-
ation prediction (PPMT). We use the original test set as refer-
ence. We verify the methods before the translation, because
the translation process causes too many errors for measuring
the accuracy of the prediction meaningful.

To get further insight, on which level type of annotation
the prediction methods are more or less accurate, we measure
the accuracy regarding three different classes of punctuation
marks:

• Class 1 contains sentence-end punctuation marks .,?
and !,

• Class 1.1 contains .,

• Class 1.2 contains ?,

• Class 2 contains only commas, and
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Table 4: Punctuation statistics for test set of the correct man-
ual transcription and training corpus.

training test
rel. freq. abs. freq. rel. freq. abs. freq.

class 1 40.3 % 2078101 41.8 % 1808
class 1.1 96 % 1995420 91.7 % 1658
class 1.2 3.4 % 70533 8.2 % 148
class 2 50.8 % 2621911 50.8 % 2194
class 3 8.9 % 461098 7.4 % 320
all 100 % 5161110 100 % 4322

• Class 3 holds all the remaining punctuation marks such
as ", ’, ;, ), and ).

Table 4 lists the absolute and relative frequency for each class
regarding the test and training data.

The accuracy is measured in precision (Prec.), recall
(Rec.), and F-measure (F1). The reference is the original test
set of the correct manual transcription. Table 5 shows the
results of this comparison.

The results in class 1 are quite similar, but the predic-
tion of commas is more accurate when using PPMT. How-
ever, the greatest difference in accuracy is obtained in class
3 indicating that PPMT predicts more challenging types of
punctuation better e.g. shown in Table 6. When we con-
sider all punctuation, the precision of the prediction with the
HIDDEN-NGRAM is slightly higher then PPMT. However, the
recall of the prediction with the PPMT is better and this re-
sults in a higher F-measure.

6.4. Comparison of the translation quality

While a comparison of the punctuation prediction perfor-
mance might be a good indicator of the overall accuracy of
the method, we ultimately want to improve the quality of the
translation output. In order to compare the different strate-
gies, we measure the translation quality of all systems in
BLEU [15] and TER [16]. BLEU measures the accuracy of
the translation, so higher values in BLEU are better. TER is
an error measure, with lower values indicating better quality.

We built five different experimental setups with regards
to the description in Subsection 6.2. To compare our new
method, we use the HIDDEN-NGRAM tool with the same
language model as applied in our phrase-based decoder
for punctuation prediction. Thus, we get two systems for
FULLPUNCT and two systems for NOPUNCT. The fifth sys-
tem is IMPLICIT. Table 7 shows the comparison between the
different translation system and both prediction tools.

FULLPUNCT with PPMT performs slightly better then
IMPLICIT with 0.1 points in BLEU and 0.3 points in TER.
However, the prediction with a phrase-based MT system out-
performs both system using the HIDDEN-NGRAM tool as ex-
pected in Subsection 6.3. Using the FULLPUNCT system

with PPMT, we get an improvement of 0.8 BLEU points and
0.7 TER points compared to FULLPUNCT using the HIDDEN-
NGRAM tool. Similar improvement is obtained using the
NOPUNCT systems. However, punctuation prediction in the
source language leads to a better translation quality in terms
of BLEU. We achieve an improvement of 0.7 BLEU points
using FULLPUNCT instead of NOPUNCT.

An example of a prediction with the HIDDEN-NGRAM
tool and our approach is given in Table 8. While the HIDDEN-
NGRAM tool predicts the sentence end mark only, the phrase-
based MT system has learned, that the phrase right within a
text can be interpreted as question, which has to be separated
by a comma from the sentence.

With the system combination of all five system, we get an
additional improvement of 0.4 points in BLEU and 0.6 points
in TER compared to the best single system FULLPUNCT with
PPMT.

6.5. Punctuation Prediction with correct transcriptions

To analyze the impact of the errors of the ASR recognition on
the translation quality, we take the data from the MT task and
delete all punctuation to create a pseudo ASR output without
any recognition errors. We do punctuation prediction with all
described methods on our pseudo ASR output and compare
it to the correct punctuation of the MT task. As you can
see in Table 9, the correct punctuation has a higher score
of 3.9 points in BLEU and 4.0 points in TER than our best
punctuation prediction system. Furthermore, using the ASR
output instead of the pseudo ASR output degrades our output
4.7 points in BLEU and 6.6 points in TER. Not only the ASR
recognition but also the punctuation prediction needs more
effort to improve the translation of spoken language.

7. Conclusion

In this paper, we compared different approaches for predict-
ing punctuation in a speech translation setting. In contrast
to [4] the translation-based punctuation prediction outper-
formed the language model based approach as well as im-
plicit method in terms of BLEU and TER on the IWSLT 2011
SLT task.

The main advantage of modeling punctuation prediction
as machine translation is that the translation system used in
speech translations does not require special preprocessing for
the task. Moreover, with the help of the RWTH system com-
bination approach, we get an improvement in BLEU and TER
compared to the best single system.

In future work, we would like to investigate special fea-
tures for modelling parentheses or quotes. One advantage of
using a MT system to predict punctuation is that additional
model components and features can be added easily. Fur-
thermore, the different optimization criteria e.g. F-measure
or WER should also be analyzed.
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Table 5: Accuracy of the predicted punctuation on the test of correct manual transcription without punctuation.

tool class 1 class 1.1 class 1.2
Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

HIDDEN-NGRAM 87.9 85.0 86.4 88.9 90.7 89.8 59.7 23.0 33.2
PPMT 88.2 81.7 84.8 89.0 87.5 88.2 63.4 17.6 27.5

tool class 2 class 3 all punct.
Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

HIDDEN-NGRAM 83.5 44.8 58.3 18.3 6.7 9.8 81.5 57.3 67.3
PPMT 80.6 59.3 68.3 47.2 22.7 30.7 80.7 64.2 71.5

Table 6: Example for prediction on pseudo ASR output.

system tool
pseudo ASR output - they say The plants talk to us
reference - they say , “ The plants talk to us . ”
FULLPUNCT HIDDEN-NGRAM they say The plants , talk to us .
FULLPUNCT PPMT they say , “ The plants talk to us .

Table 7: Results for the SLT tasks English-French, including used tool for punctuation prediction.

system tool dev test
BLEU

[%]
TER

[%]
BLEU

[%]
TER

[%]

IMPLICIT - 18.0 69.5 21.8 62.5
FULLPUNCT HIDDEN-NGRAM 18.2 69.3 21.1 62.9
FULLPUNCT PPMT 18.3 69.2 21.9 62.2
NOPUNCT HIDDEN-NGRAM 17.3 67.9 20.4 62.8
NOPUNCT PPMT 17.8 69.0 21.2 62.2

system combination 18.5 68.3 22.3 61.6

Table 8: Prediction example.

system tool
ASR output - but that ’s not really what this is about right and I open my hand
reference - but that ’s not really what this is about . right ? and then I open my hand up .
FULLPUNCT HIDDEN-NGRAM but that ’s not really what this is about right and I open my hand .
FULLPUNCT PPMT but that ’s not really what this is about , right ? and I open my hand .
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