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Abstract

The increasing use of eXtensible Markup
Language (XML) is bringing additional
challenges to sfatisticd macdine transla-
tion (SMT) and computer asdsted trans-
lation (CAT) workflow integration in the
translation industy. This pape analyzes
theneed to handle XML markup as a part
of the translation material in a tedhnicd
domein. It explores different ways of
handling sudh markup by applying trans-
ducers in pre and post-procesing steps.
A series of experiments indicates that
XML markup needs a speific treament
in catain seenarios. One of the proposed
methods nat only saisfies the SMT-CAT
integration need, but also provides
slightly improved translation results on
English-to-Spanish and  Englishto-
French translations, compared to having
no addtional pre or postprocessing

steps.

1 Introduction

Althoughit took decades for machine transla-
tion (MT) to find its way into the translation
bushess and althoughthe gaal of perfed trans-
lation performed by macdhines alone seems to be
unfeasible, MT systems are increasingy being
integrated into the translation and locdization
workflows. A translation memory (TM) is oneof
the primary components of current CAT tools in
today’s translation and localization needs (Gar-
cia, 2005) After beng commercialized, TMs
were basicdly useal as a database of translation
units, which are able to retrieve existing transla-
tions for the sentences that need to be translated
again, increasing the efficiency and proadudivity
of atranslationtask
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Driven by competition, thetranslationindusty
integrated new MT systems with thewiddy used
TM techndogy. Today, as one of several ap-
proaches, SMT systems prove to be sucesdul,
espedally when they are integrated in post
editing workflows and are trained with TM data
(Heet a., 2010)

While the translation industy follows the
sdentific devdopments of MT closdly, it faces
its own speific problems. Although thee is
much effort put into saentific research topics in
the field of SMT (Yamada and Knight, 2000;
Och andNey, 2002;Koehn et al., 2003;Koehn et
al., 2007;Koehn, 2010)this pape introduces the
XML markup problem in SMT-CAT integration
and propeses pradicd sdutions. Sedion 2
presents background information about XML in
translation and post-editing workflows, and ex-
plains the challenges XML markup brings. Sec-
tion 3 refers to related work and motivates this
pape. Sedion 4 introduces several methods to
handle the XML markup. Sedion 5 reports and
analyzes the experiments that were conducted.
Sedion 6 concludes, looking into the possbili-
tiesfor future work.

2 XML in Translation Workflows

An important challengein SMT-CAT integra-
tion is the use of a TM databasefor the creaion
of thenecessary corporafor an SMT system. The
paralld text stored ina TM can beusd after it is
exported. Althoughexporting can be donein dif-
ferent formats depending on thetool that is used,
theeis an XML basal standard defined for this
purmpose by the Localizaion Industy Standards
Assciation (LISA)Y. TMX (Translation Memory
exXchangdg is a venda-neutral open XML stan-
dard for the exchange of TM data and can be
creaed diredly within the TM sdtware. It is
evident that this file format can be usel for other
circumstances than data exchange purposes sud

1 http7/www.li sa.org/fil eadmin/standards/tmx1.4/tmx.htm
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as for the credion of training corpara for SMT
systems. TMX contains its own XML sructure
as a first layer of markup. A second layer, con-
sising of the translation units that are stored in
TMs can aso contain XML, HTML, SGML
ard/or RTF markup. This second layer of XML
markup and the challenges it brings are the main
focusof this pape.

There are several ressans why it is posgble to
have XML tags insidethe sentences, sud as pro-
teding text from beng translated or for auto-
matic replacanents. When XML markup is in-
volved in post-editing, the SMT system should
beable to saisfy additional requirements to keep
this processas efficient as possble.

Firstof al, XML markup should appear in the
translation without any lossof (meta) data, keep-
ing its well-formedness A TMX including non
well-formed XML tags can be imported into a
TM without any warnings, if the corred TMX
markupis provided.

Besides the integrity of the strudure, the sys-
tem shoud alsobe able to preserve the content of
the tags, as an output lacing the corred content
of tags risks pasgng the post-editing stage unde-
teded. As pat of a commercial bushness suc
systems cannad afford to make mistakes on the
corredness of the content of XML elements in
the absence of extra chedking medhanisms that
work onthe meta-data level.

To sumup, the existence of XML markup in-
side sentences brings sone challenges to the
SMT system, sud as: 1) preserving the validity
and the content of the XML tagsin the SMT out-
put 2) Poar coverage of unseen data, considering
that the attributes of sud elements can crede a
big vocabulary of a sd of alphanumeric charac-
ters; 3) Poor word alignments, and; 4) Poor word
reordering, due to a significantly increased num-
be of tokens in the sentences. Sedng the impar-
tance and the challenges that XML tags can add
to translation workflows, it is essential to pay
extra attention to handling these tags in the SMT
system to be integrated within the CAT
workflows.

3 Redated Work and Motivation

Althoughoneof the options of handling XML
tags in a corpusand an SMT system might sim-
ply be removing them from the data (and recon-
structing them afterwards), this pape& will focus
on approaches that will preserve the XML
markup as part of the training and translation
material due to the word-like use inside sen-
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tences. Unlike the TMX markup, thetags that are
usal inside sentences can be more than place-
holdes, containingrepresenting words  or
phrases.

An inaeasing amourt of work is being in-
vested in prodwing sucessdul SMT-CAT inte-
gration and several approadies improve integra-
tion and translation qudity. Vogd et al. (2000)
present a hierarchicd TM system, in which the
bilingud corpus is conveted into a seé of pat-
terns by applying transducers to convet words to
caegay labels, and reaursively, to corvert sets
of labds to more conplex expressons. The
translation takes place with this modified TM,
followed by the use of a conplete cascade of
transducers to rearsively convat complex ex-
presgons to sets of labels and finally produces
text from labds. This approach is reported to
providegoodcoveragefor unseen data.

Du et a. (2010) propase diff erent methods for
treding TMX markup, in a senario of SMT-TM
integration. This study focuses on the “first
layer” of XML markup, and suggests that an
SMT system can handle such markup well, when
themarkup is kept as a part of thetraining data.

Leplus e al. (2004) show that TM data is
more sucesdul as training material for an MT
system when simple alterations are made on
numbers, names of days, etc. This study propcses
adding pre and post-processng stepsto theadua
translation process altering the training material
and the input for translation so that all numbers
are represented with an “_ INT__” token, resul-
ing in an output cortaining the same tokens. The
post-processng step finalizes the translation by
repladng thetoken with the corred number.

A similar ideais used by Eck et al. (2004)to
improve SMT resuls in the Medicd Domain.
They usethe semantic type information that is
defined in the UMLS Semantic Network? to gen-
eralize the training data. A sé of transducers is
usal in pre-processng to ater the words like
“head”, “arm” and “knee” to “@BODYPART”
tokens. After translation, these dummy words are
changed back into the acdud word in the target
language

This pape goes onestep furthe than the exist-
ing studes that are diredly or indiredly related
to SMT-CAT integration. We provide methods
that can diredly be applied within the current
workflows, fadng the challenges of XML
markup that are explained in sedion 2. From a
more geneal paspedive this work will also hdp

2 http//www.nim.nih.govreseach/umls/



the translation industry, considering that current
acalemic reseach is more focused on geneal
purposeapproaces and nat on spedfic domains,
speific types of data, or speific types of prob-
lems that occur in the day-to-day red life transla-
tion process

4 Handling XML Markup in SMT

We propase four diff erent methods for treaing
XML markup inside the sentences of the TM
database and an addtional method for solving a
problem that can be introduced while handling
XML markup. All the methods have been tested
on TM data, which was colleaded from the TMX
and cleaned from the TMX markup. This clean-
ing processis beyondthe scope of this pape. All
methods assume that the data does nat include
any TMX markup.

41 Method 1: Full Tokenization

This approadh represents our basdine and
corsists of the default tokenizer saipt of Moses
(Koéhn et al., 2007) This method produces an
SMT system whee all the meta-data is treaed as
plain text. This is a “dirty” approach since all the
XML charaders are tokenized, increasing the
token size of the sentences dramaticaly in sone
cases.

This basdine is interesting as it shows how
well Moses can hande the translation of the ac-
tud material and the ordeing of the XML re-
seved charaders (or entity references). Any
slight changein the order of sud charaders may
result in a nonwell-formed XML structure. This
method provides a wide range of resuls, from
showng that no speial treament is needed for
XML markup to how important it is to propely
trea sud markup. Moreove, as a consequence
of tokenizing the XML eements in preprocess-
ing, this method requires a post-processng stage
to reconstruct the XML tags from the separate
tokens. This process is essential to provide the
same XML structure asin the source segments.

4.2 Method 2: Full Markup Normalization

As mentional in section 3, narmalizing catain
words and/or numbers has been used in the past
to improve SMT results. Consideing that an
XML taginaTM can contain up to 50 tokens as
a result of “full tokenization” (Method 1), a simi-
lar normalization of XML markup sdves most of
the problems of that approadch.

We add pre and post-processng steps to the
SMT flow. The pre-processng step transforms
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al thediff erent types of tags (and thar contents)
into a genea token “@tag@”. The corpus is
transformed prior to training and the input files
are similarly modified. The content of thetag is
then injeded into the output, repladng the corre-
sponding “@tag@” token during post
processng.

Besides passbly solving most of the problems
that are subped to SMT-TM integration, sud as
poa coveaage poa alignments and preserving
the content and the structure of the XML, this
method causes an additional challenge the
alignment task of the “correct” XML tags in the
input segment with the tags in the output, in the
casethat the output order of the tags is diff erent
fromtheinputorder. In the technicd data subpa
to our experiments 10% of the sentences in Eng-
lish-Spanish (En-Sp) and 9% in English-French
(En-Fr) included at least one XML tag. 16% (En-
Sp) and 20% (En-Fr) of these sentences (with at
least one tag) contained multiple tags. We focus
on retrieving the tag contents and the tag align-
ment problem in sedion4.5.

Method 3: Role-Based Markup Norma-
lization

When altering the XML markup to “@tag@”
tokens we are decressing the vocabulary size
naticealy. However, we might acdually ga a
poaer translation system by normalizing differ-
ent tags (that contain different contextud infor-
mation, words and phrases) to one single type of
tag and creae an overgenealization. As an alter-
native method role-based markup normalization
modifies the tags, basal on the element names.
As different tags are usel in different contexts,
just like words, this method hdps to distinguish
cetain contextud diff erences while creaing bet-
ter phraseand word ali gnments.

Different pre and post-processng steps are ap-
plied to alter the XML tags to tokens basal on
their names (in the format “@tag-name@”), and
to take the correspondig tag content from the
saurce after the input file is translated. In our
data 16 diff erent tags were converted to diff erent
tokens before the segments were passd to the
Moses decode.

Althoughtherisk of having problems with the
alignment of tagsis reduced, it stll exists.

4.4 Method 4: Role-Based Markup Norma-
lization — XML Input

Unlike the previous methods, this method
avoids introducing additional problems by ex-

4.3



perimenting with a feaure of Moses, as an addi-
tionto the methoddescribed in sedion4.3.

Moses offers an “-xml-input” flag, which
can be turned on during the decoding process’.
The decodea has an XML markup scheme that
allows the speification of translations for parts
of the sentence This is usel to plug translations
into the decode, without changing the modd.
There arefour diff erent values that are associated
with this flag (exclusive, inclusive,
pass through-, and ignore). During these
experiments we use the “exclusive” value,
which only uses the translation spedfied in the
XML structure of theinput phrase

The spedfied translation is treaed just like
any othe translation, beéng scored with the lan-
guagemodd (LM)*.

Instead of only usng the tokens in the input
file, thetranslation of theadud content of these
tags is forced by wrapping the tokens with the
Moses XML markup, keeping the adud tag
available at decoding time so it is pluggel into
the translation. This method requires only a
change in the treament of the input file, com-
pared to themethodin sedion4.3.

Althoughtheidea is rather simple, Moses still
refuses sudh an XML tag (including XML re-
saved charaders) when wrappel with Moses
markup as this resuts in nonwellformed XML.
Therefore, we add ancther step to pre-processng,
to convat the XML reserved charaders of the
data-speific-tags to entity references or othe
tokens (for example “<” could be replaced by
“@arro@”, to represent the character “arrow
opening”), so that they are treated as text by
Moses. As a result, the postprocessng step
requires corwverting these entity references or
tokens back to XML reseaved charaders.

We test this method with two different LMs,
one (same as in Method 3) keeping the tokens
that represent the tags (as Method 44), and the
othe keeping the tags in fully tokenized format
(same as in Method 1) in which the XML-
speific charaders are replacal by additional
tokens (as Method 4b). The reasonfor this addi-
tional experiment is to make sure which type of
LMs yields beter results, consideing that in this
case the translation (the XML tags) would al-
ready have been plugge into the decode (with
the use of the “~xml-input” flag) and that it
would still be soored by the LM. A final over-

3 http://www.statmt.org/moses/
4 Moses Suppat, 2010: http//www.mail -
archive.com/moses-suppat@mit.edu/msg02618.html
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view of the four different methods is shown in
Figurel.

45 Retrieving the Content of Tags and

Reordering

In thetranslations produced with Methods 2 and
3, if the order of (multiple) tagsis different in the
input and output, the necessary reordeing shauld
beexternally applied to thetokens in the output,
as normali zation cuts down all theconnections
with thetokens, the correspondng tags, and thar
contents. Oneof theaddtional stepsthat can be
applied for this purposeisthe“-report-
segmentation” functionality of Moses, to
report phrasesegmentationin the output. Figure
2 ill ustrates a sample output of Moses® with this
functionality turned on during thedecoding, in
which thetranslation “a” was generated fromthe
German word “ein” (0-0). A similar interpreta-
tion appliesto theothe words in thetranslation.

echo 'ein haus ist das' | moses -f

moses.ini -t -d 0
> this |3-3| is |2-2| a |0-0| house |1-1|

Figure 2: An example translation of Moses using
the"-report-segmentation" flag.

The additional information stored in the output
shows the alignment of saurce and target tokens.
Using this information, a post-processng step
can be applied to transfer the adud tags to the
output, in thecorred order.

An aternative approach can be constructed by
running two decoding processes in parallel with
two different input files. Besides the input file
that is usal in Method 3, we translate anather
file, modified additionally with the same use of
the “~xml-input” functionality that has been
disaussed in Method4. With this parall € transla-
tion, we can align the two output fil es and trans-
fer thetags from the second output file as in this
file the XML tags will be present explicitly, due
to the use of the “-xml-input” flag. Figure 3
shows the workflow of the two different ap-
proaches to give a beter overview.

® Further information at :
http//www.statmt.org/moses/ n=M oses. Tutoria
6 Example taken from Moses tutoria page:
http//mwww.statmt.org/moses/ ?7n=M oses. Tutoria



Method 1: Full tokenization

install the transfer ( See page < xref attribute =" at01 " href = " AZEOO33XSZLM " />) .
reposer la boite de transfert ( cf. page < xref attribute = " at01 * href = " aze0033xszIm "/ >) .

Method 2: Full markup normalization
install the transfer ( see page @tag@ ) .
reposer la bofte de transfert ( cf. page @tag@ ) .

Method 3: Role based markup normalization
install the transfer ( See page @xref@ ) .
reposer la boite de transfert ( cf. page @xref@ ) .

Method 4a and 4b: Role based markup normalization — XML input

install the transfer ( see page <np translation="@arro@ xref label = @dbg@ at01 @dbg@ href = @dbg@ aze0033xszim @dbq@ / @arrc @">@xref@</np> ) .
reposer la boite de transfert ( cf. page @arro@ xref attribute = @dbg@ at01 @dbq@ href = @dbg@ aze0033xszlm @dbg@ / @arrc@ ) .

Figure 1: Sample input and output segments, when a Moses system is built and ran in four diff erent ways.

5 Experimentsand Analysis

In the experiments we use two TM exports
(TMX) from the automotive domain for the lan-
guagepairs Engiish-Spanish and English-French.
These TMs includedorain speific data and are
heavily tagged with XML. 41.145 segments out
of 400.912(En-Sp) induded one or more tags.
36540 sgments out of 400360 (En-Fr) included

oneor more tags.

Cleaning the
segmentation

@

I []

Input file
Method 1

Output with
segmentation

Alignment of
correct tags in

SMT

-report-seg information input with tokens information
in output based
on segmentation
information.
(b)
Input file:  F=====-====-=----no Output with  F--==-=====-m-mmmmome Final Output
Method 1 @tag-name@
\ / Tokens
L L~ |Algnmentof
SMT tags with
Input file /' Output with
Method 1- explicit tags
-xml-input_ =777 T T
\__/—

Figure 3: Representation of tag cortent retrieval
andreordeing methods.
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From this data 912 and 871 pairs of segments
are extraded respedively as test sds, leaving
400.000and 399.489fragments as training data
for the SMT system. As these TMs do nat con-
tain any dupicate translation pairs, there is no
ovealap baween the test se and the training set.
The TMX expots are cleaned from TMX
markup prior to thetraining, leaving two aligned
files per TM (on the sentence level), for saurce
and target segments.

For the SMT system, we use the M oses todkit
comsisting of Moses, GIZA++ (Och and Ney,
2003) and SRILM (Stolcke, 2002) The LMs
were trained with five-grams, applying interpda-
tion, Kneser-Ney disoourting and

Corpora, System and Evaluation
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the phrase basal translation modds with a
maximum phraselength of seven.

Besides the first sd of experiments, focusing
on the propased methods in Sedion 4, a seond
sd of experiments was conducted with half and
guarter size of the initial corpora consising of
randomly seleded sentences from the original
training sd, to see possble changes in the re-
sults. Table 1 shows the numbers of seitence
pairs present in diff erent sets of training data.

full half quarter
ENG-SPA 400.000 200.000 100.000
ENG-FRE 399.489 197.745 99.873

Table 1: Different training sds represented with
number of sentence pairs usal for bath language
pairs.

To evaluaetheSMT resuls, we use automeatic
evaluation metrics sut as BLEU (Papineni &
al., 200), NIST (Doddington, 2002) and ME-
TEOR (Banerjeeand Lavie, 2005) and a human
translator for judging the MT outputs for tag re-
ordeing. Thetraining data, the input, the output,
and thereference files are al tokenized (with the
Moses tokenizer) and all thetagsin all outputs of
diff erent methods are normalized to “@tag@”, to
avoid possble soore diff erences causeal by com-
paring different type of output and reference
translations regarding the XML tags.

5.2 Results

Table 2 shows the soores abtained by the pro-
posed methods for thetwo languagepairs.

ENG-SPA BLEU NIST METE
Method 1 - FT 67,93 9,94 S54.68
Method 2 - FMN 68,20 9,95 55,01
Method 3 - RBEMN 68,63 10,00 55.25
Method 4a - RBMN xml - LM tags 68,12 9,95 54,66
Method 4b - RBMN xml - LM tokens 67.48 9.91 54,08

ENG-FRE
Method 1 - FT 70,94 10,12 47,32
Method 2 - FMN 71.02 10,12 47,19
Method 3 - RBMN 71,82 10,19 48,05
Method 4a - RBMN xml - LM tags 70,50 10,05 46,65
Method 4b - RBMN xml - LM tokens 70,54 10,06 46,74

Table 2: Automatic evaluaion soores for Eng-
li sh-Spanish and Endli sh-French.



The most striking outcome is how the tags
were handled by the “full tokenization” method.
The systems adudly hande the XML tags quite
well, making no mistakes on the XML structure
itsdf. However, when thetags included words or
phrases, the systems provide ‘“unnecessary”
translations (for phrases of threeor more tokens).

These “unnecessary” translations damage the
integrity of some of the tags in geneal, proving
the patential risks of this method for translation
tasks that are sensitive to sud errors.

We also observe how the role-based normali-
zaion of tags improves the saores slightly, com-
pared to a strong basdine by rdative values of
1% and 1,2% on BLEU, 0.06%, 1% and 1,5% on
METEOR for Spanish and French translations
respedively. For a more in-depth analysis we
saore the translations once more, after dividing
thetest sds into two. In oneset we keep only the
sentences that include at lesst onetag and in the
second set we keep only the sentences without
tags (forming amost equd sizes of sub test
tests). Table 3 shows the BLEU resuts of the
divided test sds for bath languagepairs.

From these soores, it is clea that when the
satences indude tag(s), the resuls improve
more (relative to basdine by 1,5% for Spanish
and 1,6% for French on BLEU) compared to
when thesentences donat includeany tags at all,
showng that theimprovement is minimal for the
segments without tags. Theseresuts indicae that
“overgeneralization” of tags (Method 2) actually
decresses the qudity of nontagged segment
translations.

Without With

ENG-SPA Tags Tags

Method 1 - FT 63,80 70.50
Method 2 - FMN 62,95 71,51

Method 3 - RBMN
Method 4a - RBMN xml -
Method 4b - REMN xml -
ENG-FRE
Method 1 - FT
Method 2 - FMN
Method 3 - REMN
Method 4a - RBMN xml -
Method 4b - RBEMN xml -

63.94 71.58
)4 70,73

69,48

LM tags
LM tokens

68,58
68,13
68,62

64,54
64.76
65,62
63,89
64,04

LM tags
LM tokens

Table 3: BLEU results for thespiit test sds.

For Method 4, we use two different LMs to
score the translations, where “LM tags” repre-
saits the LM that was usel in the basdine
method with full tokenizaion (XML charaders
were additionally corverted to tokens to match
the output of Moses), and “LM tokens” repre-
sats the LM that was usel in Method 3. As
shownin tables 1 and 2, the systems handling the
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tokens with the “—-xml-input” flag score
worsethan Method 3 in bath cases. Althoughthis
flag hdps usproted the XML structure, asall the
tags are scored with the LM in bath cases, we
can still exped a poa coverage and mismatches
beween bath LMs and the output However,
consideaing which LM peforms best, theresuts
are nat conclusive, athoughthey point to an im-
provement in Spanish translation qudity when
using “LM tags”.

A final observation can be made about the tag
reordering capabiliti es of the different systems,
when the tags are normalized. First of all, bath
TMs are analyzed to see how often thetag order
is changead in the translations compared to the
saurce sggments. In eight translations of the Eng-
lish-Spanish TM, and in 14 translations of the
English-French TM (less than 0.001% of the
number of sentences stored in these TMs), the
orde of tagsin tranglation is diff erent than in the
saurce This low number indicates that an addi-
tional reordeing task is amost neve necessary
for this spedfic data. Still, we remove five of
these translations from ead database retrain the
systems and translate the saurce segments, using
Methods 1 and 3. As aresut, al translations fall
a patentially necessary reordeing. Althoughthis
resut might indicate incorred translations, a hu-
man translator judges that all translations are still
corred as a whole. We have to mention that the
result could potentially be different for “less
similar” language pairs, or even for the same
language pars in anathe scenario, due to the
differencein theuse of tags.

53 Adding datavs. RBMN

The aim of a second set of experiments is to
compare the improvement using role-based
markup normali zation, while adding data. Thisis
anahe straightforward way of improving the
translation resuts in the case of SMT-TM inte-
gration. For this pumpose, the tests are repeaed
(using Methods 1 and 3) with “half” and “quar-
ter” size data. Creding two more systems per
language pair, the BLEU scores are shown in
Table4.

It is accepted that more data implies better
translations (Fraseg and Marcu, 2007) and in-
creasing the corpus size results in a deaessing
growth rate in the qudity of an SMT system
(Koehn, 2002) The systems that are subged to
these experiments are no exception, asit can



ENG-SPA

Method 1 — FULL
Method 1 — HALF
Method 1 - QUARTER
ENG-FRE

Method 1 — FULL
Method 1 — HALF
Method 1 — QUARTER

67,93
65,76
63.40

Method 3 - FULL
Method 3 — HALF
Method 3 - QUARTER

68,63
66,34
63,69

70.94
69.31
66.82

Method 3 — FULL
Method 3 — HALF
Method 3 - QUARTER

71,82
69,71
66,77

Table 4: Comparisonof BLEU soores using Me-
thod1 and Method 3, for diff erent sizes of data.

clealy be seen that reducing the size of the cor-
pusby half and threequarters (by removing ran-
dom sentences), decreases the translation qudlity
similarly. The most interesting pat of this ex-
peiment is to seewhat size of additional data is
necessary to improve the system as much as the
(role-based) normalization of tags. This addi-
tional information enables us to see the sale of
improvement in a more pradica point of view in
translation busness compared to analyzing the
improvement purey on metric scores. When the
translations of Method 3 are compared to the
translations of Method 1 for different sizes of
data, it can be seen that the improvement made
by sudh normalization becomes greaer as the
size of the data increases. This can be considered
an important aspest when larger sizes of data are
subed to suc a method corsidering that the
rate of improvement on the translation quality
would decresse as the data size incresses. Table
5 and Table 6 show the rate of improvement in
BLEU saores that Method 3 provides on top of
thebasdineand compaing these results with the
effed of doulingthesizeof our data.

1.00 ~

0.80

0.60

0.40

O SPA
B FRE

0.20

i

quarter size

0.00

half size full size

-0.20 -

Table 5: The improvement in BLEU points of
Method 3 over the basdine system, for different
sizes of data.
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3,00 1
2,50 1

2,00

1,50 1

O SPA
B FRE

1,00

0,50

0,00 -
M1 half to M1 half to
M1 full M3 half

M1 full to
M3 full

M1 M1

"~ quarter quarter

to M1 half  to M3
quarter

Table 6: Comparison of the improvements pro-
vided by douHing thesizeof training data and by
applying Method 3 instead. Although the im-
provement on translation is expeded to decrease
when size of the full data is doubled, the exact
amourt of improvement remains unkrown.

6 Conclusionsand Future Work

This pape propaoses four diff erent methods for
handling XML markup in the training data with
pre and postprocessng steps that consist of
transcucers. Each of these methods is evaluaed
usingtheautomated MT metrics.

Thefirst s of the experiments shows that, al-
though Moses can handle XML markup wdll
when basic tokenization is applied, it still occa-
sionally failsto ddiver the original cortent of the
XML tags. However, this result is strictly related
to how thetags are useal in a cetain TM and the
type of content they have. In the case of a similar
use sud as using the XML tags to proted text
from being translated or to wrap text for auto-
matic replacaments, letting Moses handle tags as
pat of text might nat be the best option for sei-
oustranslation bushness

The best results were obtained when the XML
tags were normalized based on thear roles. Al-
though this improvement is nat stunnng, there-
sults suggest that the importance of this im-
provement might be greaer for larger data sds
and that these improvements are comparable to
the effeds in the range of increasing the size of
the data by half (En-Sp) to douling it (En-Fr).
Considering that increasing the data on this scale
is rarely a redistic scenario for large TMs in the
translation industy using the method of role-
based normalization can lead to cost savings and
increased productivity, while also ensuring the
integrity of the XML elements.

Additionally, it can be observed that, although
the use of the propcsed methods have the paten-
tial to impose new challenges like reordeing the
tags, sud areordeing is ailmost neve necessary
in our test data. If reordering is necessary, using



the segmentation report of Moses or peforming
a parall e translation, as explained in sedion 4.5,
can provideacarrate resuts.

Furthe improvement on thetranslation qual-
ity of an SMT system integrated with CAT tools,
can possbly be achieved by including more tasks
in pre and post-procesdng stages. If the proper-
ties of spedfic domains and types of TMs are
analyzed carefully, they could be exploited to
suppy better systems. Some of these properties
could be: the use of abbreviations and thar ex-
plicit counterparts; existence of phrases that
shaild nat be trandated; the use of alphanumeric
formulas and codes for normali zation methods.

Furtheemore, repeding the experiments with
othe language pars would hdp give a beter
ovaview on the resukts. A human evaluation
would also be necessary and hdpful to confirm
theresuts that are obtained in this pape.
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