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Abstract

In this paper, we describe the system and approach used by
Institute for Infocomm Research (I’R) for INSLT 2010 spo-
ken language translation evaluation campaign. We apply sys-
tem combination on top of two kinds of statistical machine
translation system, namely, phrase-based system and syntax-
based system. Experimental results show consistent improve-
ments on DIALOG Task.

1. Introduction

This paper describes the statistical machine translation (SMT)
system and approach explored by Institute for Infocomm Re-
search (I’R) for DIALOG Task of International Workshop on
Spoken Language Translation IWSLT) 2010.

The DIALOG Task targets at translating dialogs in travel
situation bi-directionally, that is, from Chinese to English and
from English to Chinese. We use the same strategy for both
translation directions, with differences in details of data pre-
processing, respective single system and system combination.

Basically, our strategy is to use a system combination
framework on top of two kinds of statistical machine transla-
tion systems: phrase-based and syntax-based. These two kinds
of systems provide different views of the translation process
and parallel data structure, which enable system combination
to explore the diversity of systems. We will present each in-
dividual system and system combination method respectively
in section 2 and 3. Specific applications of them for each
translation direction will be presented in detail in experimen-
tal section 4. Section 5 concludes the paper.

2. The SMT Models

To integrate the advantages of the state-of-the-art translation
methods, we use two different SMT systems, phrase-based,
and BTG-based systems. The two systems share some com-
mon features: word alignment of training data obtained from
GIZA++[1], Language model(s) (LM) trained using SRILM
toolkit [2] with modified Kneser-Ney smoothing method [3].

2.1. Phrasal Translation System: Lavender and Moses

Lavender [4] is our newly-developed in-house SMT transla-
tion platform, including a phrase-based decoder and most of
the current linguistically motivated syntax-based system. Its
phrase-based component, which functions very similar to
Moses [5], is used as the phrase-based decoder for this cam-
paign. Phrase-based SMT usually adopts a log-linear frame-
work [6]. By introducing the hidden word alignment variable
a [7], the optimal translation can be searched for based on the

following criterion:
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where € is a string of phrases in the target language, f

is the source language string of phrases, A, (€ ,f,a) are fea-
ture functions, weights A, are typically optimized to maxi-

mize the scoring function [8]. IBM word reordering con-

straints [9] are applied during decoding to reduce the compu-

tational complexity. The other models and feature functions

employed by Lavender are:

e Translation model(s) (TM), direct and inverse
phrase/word based translation model

e Distortion model, which assigns a cost linear to the reor-
dering distance, the cost is based on the number of source
words which are skipped when translating a new source
phrase

e Lexicalized word reordering model [10] (RM)

e  Word and phrase penalties, which count the numbers of
words and phrases in the target string

Besides Lavender, we also utilize Moses to produce trans-
lations for system combination. Same feature functions are
adopted in Moses [5].

2.2. Syntax-based Translation System: Tranyu

Tranyu is our other in-house translation platform. It is a for-
mally syntax-based SMT system, which adapts the bracketing
transduction grammars (BTG) for phrase translation and reor-
dering. The BTG lexical rules (A --> xly) are used to translate
source phrase x into target phrase y while the BTG merging
rules (A --> [A, AllA, A>) are used to combine two
neighboring phrases with a straight or inverted order. All these
rules are weighted with various features in a log-linear form.
For lexical rules, phrase/lexical translation probabilities in
both directions, word/phrase penalties, as well as the language
model are used as features. For merging rules, we incorporate
maximum entropy (MaxEnt) based reordering models to pre-
dict orders between two neighboring phrases. We train all the
model scaling factors on the development set to maximize the

BLEU score. A CKY-style decoder is developed to generate

the best BTG binary tree for each input sentence, which yields

the best translation.

We developed three variations of Tranyu. Each variation
was tuned independently on the development set. All varia-
tions share the same phrase table, language model and bound-
ary word based reordering model. We give brief introductions
of these variations as follows.

e Tranyu(Bound). In this variation, we use a boundary
word based reordering (BWR) model [11] to predict
phrase orders for merging rules. We define boundary
words as words at the begining/ending positions of
source/target sides of two neighboring phrases. Suppos-
ing the left phrase pairis "J= 7 H 15 Hlon July 15", the
right phrase pair is "2%/T B4 5 EZ %28 held its
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presidential and parliament elections", source words
{(“F7 <15 H” , “¥477 , “i£%%” } and target words

“on”, “15”, “held”, “elections”} are boundary words.
Training a BWR model proceeds through 3 steps. First,
we extract reordering examples from word-aligned bilin-
gual data, then generate features using boundary words of
these examples and finally estimate feature weights.

e  Tranyu(LAR). In order to employ more linguistic knowl-
edge in the BTG reordering, we extend boundary word
based reordering further by linguistically annotating each
node involved in reordering according to the source-side
parse tree. We call this linguistically annotated reordering
(LAR). In LAR, we annotate each BTG node with three
annotation elements: (1) head word, (2) the part-of-

speech (POS) tag of head word and (3) syntactic category.

We use these three elements, together with boundary
words described above, as our reordering features. The
weights of these features are tuned using a MaxEnt train-
er. For more details, please refer to [12].

e  Tranyu(UniBrack). Syntactic analysis influences the way
in which the source sentence is translated. In this varia-
tion, except for the reordering model BWR, we incorpo-
rate a syntax-driven bracketing model (UniBrack) which
predicts whether a phrase (a sequence of contiguous
words) is bracketable or not using rich syntactic con-
straints. If a source phrase remains contiguous after trans-
lation, we refer this type of phrase {\bf bracketable}, oth-
erwise {\bf unbracketable}. We parse the source lan-
guage sentences in the word-aligned training corpus. Ac-
cording to the word alignments, we define bracketable
and unbracketable instances. For each of these instances,
we automatically extract relevant syntactic features from
the source parse tree as bracketing evidences. Then we
tune the weights of these features using a maximum en-
tropy trainer. For more details, please refer to [13].

To further improve reordering between two neighboring
phrases, we introduce two hard constraints. The first one is
the swapping window, which only allows reordering within a
pre-defined window (we set the window size to 15 words on
the source side). The second one is the punctuation restriction,
which prohibits any inverted orders if two neighboring
phrases include any of the punctuation marks {, . : ;

] ¢» (> “ 7} Formore details, please refer to
[14]. These two constraints are implemented in all three
Tranyu variations described above.

3. System Combination

There are two methods which can be applied as a system com-
bination module. One is rescoring method [15], which utilizes
rich global features to re-rank n-best translations. For each
input sentence, we concatenate translation hypotheses of each
individual system into one n-best list and rescore it using
global features. The lbest result obtained from rescoring is
taken as final result. Rescoring is used as system combination
module for English-to-Chinese translation. The other method
is confusion network based system combination method [16].
Given hypotheses from all individual systems, we construct
confusion network through hypothesis alignment and decode
the best translation path from the constructed confusion net-

work. This method is used as system combination module for
Chinese-to-English translation task.

3.1. Rescoring

Rescoring operation plays a very important role in our system.
A rich global feature functions set benefits our system greatly.
The rescoring models are the same ones which were used in
our SMT system for IWSLT 2009 [17]. We apply the follow-
ing feature functions. Weights of feature functions are opti-
mized by using the MERT tool in Moses package:

e  direct and inverse IBM model 1 and 3

e  association scores, i.e. hyper-geometric distribution prob-
abilities and mutual information

e lexicalized reordering rule [18]

e  6-gram target language model and 8-gram target word-
class based LM, word-classes are clustered by GIZA++

e length ratio between source and target sentence
e  question feature

e Linear sum of n-grams (n=1,2,3,4) relative frequencies
within all translations, which favors the hypotheses con-
taining popular n-grams of higher order [19]

e n-gram posterior probabilities within the N-best transla-
tions [20]

e sentence length posterior probabilities [20]

3.2. Confusion Network Based System Combination

In general, confusion network based system combination con-
sists of four steps: 1) Backbone selection: to select a backbone
from all hypotheses. Backbone determines the word order of
final translation. 2) Hypothesis alignment: to build word
alignment between backbone and each hypothesis. 3) Confu-
sion network construction: to build confusion network from
hypothesis alignment. 4) Confusion network decoding: to find
the best translation path through confusion network.

Among the four steps, hypothesis alignment presents the
biggest challenge due to varying word orders between outputs
from different machine translation systems. We apply four
kinds of word alignment methods for hypothesis alignment:

e GIZA++ [1]. The alignments between backbone and hy-
pothesis are obtained by using enhanced HMM model
bootstrapped from IBM model-1. All hypotheses of test
set are collected to create sentence pairs for GIZA++
training, which outputs many-to-1 word alignments.

e TER-based: The TER (translation error rate) score [21]
measures the minimum number of string edits between
hypothesis and reference (backbone in this case) where
edits include insertions, deletions, substitutions and
phrasal shifts. The best alignment is the one that gives
minimum number of translation edits. TER produces 1-
to-1 alignments.

e CLA-based: Competitive linking algorithm (CLA) [22]
applies a greedy algorithm to search for word alignment
with the highest sum of association score, which is com-
puted on each word pairs between backbone and hy-
pothesis. CLA produces 1-to-1 alignments.

68

Proceedings of the 7 International Workshop on Spoken Language Translation
Paris, December 2nd and 3rd, 2010



e [HMM-based: Indirect hidden Markov model (IHMM)
[23] estimates model parameters indirectly from various
resources such as semantic similarity, distortion penalty.
IHMM produces many-to-1 alignments.

4. Experiments

Experiments are conducted on DIALOG Task, which is about
spoken dialog translation in travel situation between Chinese
and English. The evaluation metric includes BLEU [24] and
NIST score [25]. The translation input conditions of the
DIALOG Task consist of: 1) automatic speech recognition
(ASR) outputs, in which we choose 1best speech recognition
results as inputs, and 2) correct recognition results (CRR), i.e.,
text input without speech recognition errors. Two subtasks are
contained in DIALOG Task: English-to-Chinese and Chinese-
to-English.

4.1. English-to-Chinese

4.1.1.  Dataset description

The official training set comes from Spoken Language Data-
bases (SLDB) corpus and parts of BTEC corpus which was
released by IWSLT 2010 organizers. The official development
set consisted of 4 datasets used in previous years’ evaluations
as development and test sets. These are namely: devset3 (from
IWSLTO05), devsetl0 and devsetll (from IWSLTO8), and
DIALOG devset. For development, we selected the first three
of these datasets, for which seven translation references were
available. For internal test, we used the last of the four pro-
vided official development datasets, for which four translation
references were available. Table 1 gives the statistics of our
data configuration.

Table 1: Number of sentences and available references in
our training, development and internal test datasets.

Train Dev test
No. of sent. 30,033 1,255 210
No. of refs. - 7 4
4.1.2. Chinese segmentation and n-gram order

The first step towards the construction of our baseline system
was to determine the type of segmentation to be used for Chi-
nese and the n-gram order to be used for the language model.
Four different segmentations types were considered: the origi-
nal segmentation provided, automatic segmentations com-
puted with ICTCLAS [26] and NUS tools [27], and character-
based segmentation. Three different n-gram orders were also
considered: 3, 4 and 5. Standard PBSMT systems were con-
structed by using the MOSES framework for the CRR version
of the dataset and results were compared by means of the re-
sulting BLEU' scores over our internal test set. Table 2 sum-
marizes the results.

According to the results depicted in Table 2, we finally
selected character-based segmentation for the Chinese side of
the data and used a 5-gram language model as target language
model for decoding. As an additional verification, a system

" All BLEU scores reported within the English-to-Chinese
subsection are computed at the character level.
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using character-based segmentation and a 6-gram language
model was constructed. The obtained BLEU score was 37.49.

Table 2: Comparative evaluation (in terms of translation
BLEU) among different Chinese segmentation types and
n-gram orders.

3-gram 4-gram 5-gram
Original 37.89 38.13 38.31
ICTCLAS 35.46 35.95 37.04
NUS tool 37.50 35.64 36.81
Character 35.81 37.39 38.38

In the case of English (source side), standard tokenization
and lowercasing was applied to the data.

4.1.3. Some additional considerations

Once the segmentation type and n-gram order have been de-
termined we focused on any additional preprocessing details
that might improve the system performance. The following are
the most relevant ones we were able to identify:

e Training corpus enhancement: We included those non-
overlapping development data portions from the Chinese-
to-English translation task into our English-to-Chinese
training data (namely: devl, dev2, dev4, dev5, devo,
dev7, dev8 and dev9), which resulted in 3,941 new sen-
tence pairs added to the training set.

e  Elimination of heading and trailing blanks in the Chinese
character segmentation. At some point we realized that
provided tools for character segmentation introduced
heading and trailing blanks in Chinese sentences, which
had a substantial effect on GIZA alignments and BLEU
scores. By removing those heading and trailing blanks we
achieved an interesting system performance improvement.

e English hyphens removal. Some words in the English
side of the dataset (such as twenty-five, rent-a-car, three-
day) included hyphens. By removing hyphens from the
English side of the data better alignments were obtained
and a small improvement in performance was achieved
too.

e  Decoding parameters. System performance was addition-
ally boosted up by adjusting some of the default settings
for MOSES’ decoding parameters. More specifically,
stack size was increased to 1000, the translation table size
limit was increased to 100, and Minimum Bayes Risk de-
coding was activated. Consequently, some translation
quality was gained at the expense of decoding time in-
crement.

Table 3: Additional considerations taken into account and
their corresponding impact on translation quality.

System BLEU
Baseline 38.38
+ Training corpus enhanced 40.88
+ Heading and trailing blanks eliminated 44.34
+ English hyphens removed 44.76
+ Decoding parameters adjusted 45.53
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Table 3 summarizes the improvements achieved by in-
cluding the aforementioned modifications to our baseline
system.

4.14.  ASR input processing

Experimental analysis and parameter adjustments presented in
the previous subsections were conducted over the CRR ver-
sion of the dataset. In addition to the strategies already defined
for CRR data, the following considerations were taken into
account for the ASR version of the dataset (we restricted our
experimentation to the 1-best ASR output condition):
e  Hesitations removed: a rule-based system, based on regu-
lar expressions, was developed for removing hesitations
from the ASR dataset. The hesitations removed included

expressions such as: oh, ah, uh, hum, um, umm, mmm, etc.

e  Punctuation correction. For punctuation insertion, pro-
vided tools and guidelines were used. However, after
visually inspecting punctuation insertion results, a sig-
nificant number of errors were identified. According to
this, a rule-based system was developed to attempt punc-
tuation insertion correction. The implemented correction
strategy was a very simple one: If a question condition is
met, then replace ending punctuation mark with “?”;
otherwise, replace ending punctuation mark with “.”.
Question conditions were identified by means of regular
expression patterns such as: (couldlwilllwouldlarelislcan
Imaylmightldol\does\havelhas\had) (youlitleitherlilwelthat
Ithere). In total, seven different of such patterns were de-
signed and used.

e  Word corrections. Finally, some basic rules for attempt-
ing to correct common ASR output errors were designed
and implemented. The most relevant rule-based correc-
tions implemented are:

o  OK corrections. Phonetically-inspired regular ex-
pressions were designed for replacing things such
as all k, all kay, oh kay, etc. with OK.

o  Duplicate word elimination. A rule for eliminating
duplicate words (with the exception of numbers!)
was implemented.

o Duplicate punctuation elimination. All sequences
of more than one punctuation mark were reduced
to the first punctuation mark in the sequence.

o Phonetic corrections in number sequences. Pho-
netically-inspired rules were designed for replac-
ing certain no-number words in sequences of the
form number no-number number. Some examples
of these rules included: ro by two except if pre-
ceded by from, and by one except if followed by
yen, right by eight, of by o, etc.

Table 4 summarizes the improvements achieved by apply-
ing the aforementioned preprocesses to the ASR input data.

Finally, an OOV removal strategy was implemented. Ac-
cording to this, all English words not translated into Chinese
were removed form translation outputs. This allowed a further
small increment in BLEU, from 45.53 to 45.55 and from 38.47
to 38.62, for our CRR and ASR systems, respectively.

Table 4: Effects of ASR specific preprocessing on trans-
lation quality.

System BLEU

Best CRR system evaluated on ASR 37.48

+ Hesitations removed 37.55

+ Punctuation correction applied 38.25

+ Word correction applied 38.47
4.1.5. System combination

Our system combination strategy for both English-to-Chinese
input conditions: CRR and ASR, was based on the rescoring
procedure previously described in section 3.1. Three systems
were used in system combination: MOSES, Lavender and
Tranyu(Bound). 500-best lists were generated for each system,
and the resulting 1500 list of hypotheses was rescored by
means of the global features described in section 3.1, plus
three additional dummy binary features that were used to pro-
vide MERT and rescoring algorithms with discriminative in-
formation about the system-of-origin for each individual hy-
pothesis.

Table 5 summarizes individual system and system combi-
nation performance over internal test set (in terms of transla-
tion BLEU) for both input conditions under consideration.

Table 5: Individual system and system combination per-
formances for both input conditions: CRR and ASR.

System ASR CRR
MOSES 38.62 45.55
Tranyu(Bound) 37.39 44.01
Lavender 37.62 4545
Combination 38.75 45.98

4.2. Chinese-to-English

4.2.1.  Data description

The official training set comes from Spoken Language Data-
bases (SLDB) corpus and parts of BTEC corpus. The official
development set consists of 10 data sets used in previous
years’ development and evaluation. For internal test, we di-
vide these 10 data sets into three parts: one part is added into
official training set, one part is for internal development, one
part is for internal test. Data split of these 10 development sets
is as follows: set 1-7 are added into training set; set 9 is taken
as internal development set, set 8 and 10 are combined as
internal test set. Table 6 gives the statistics of this data con-
figuration.

Table 6: Number of sentences in training set, internal de-
velopment set and internal test set.

train Dev test
No. of sent. 37,237 504 446

4.2.2. Data preprocessing

Data preprocessing is performed differently on each language
side. On English side, tokenization and lowercasing are per-
formed to reduce data sparseness. On Chinese side, different
word segmentation, number detection and translation are ex-
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plored. Table 7 presents the effect of preprocessing on Chi-
nese side. The decoder in this study is Moses with GIZA++
word alignments.

Table 7: Test set performances (BLEU and NIST score)
of data preprocessing on Chinese language side. “ORI”
denotes original word segmentation, “ICT” denotes ICT’s
segmentation tool [26]. “NUS” denotes NUS’s segmenta-
tion tool [27].

BLEU NIST

word segmenta- ORI 0.4603 7.4042
tion ICT 0.3956 6.5231

NUS 0.4038 6.5812

ORI + number translation 0.4587 7.3248

Through the comparison on different Chinese word seg-
mentation, we can see that original word segmentation sig-
nificantly outperforms other word segmentation tools. The
reason locates in long numbers. For example, one sentence
containing long number in original segmentation is: “Hi i -
7% — & /\ . — = — X7, while other word segmentation
tool will segment the long number into one word: “Hi i 7%
Z L /NZ—Z=—/X”, which causes severe data sparseness.

One solution is to translate such numbers in advance and
then let the Moses decoder to compete such translations with
other translation options. Row “number translation” shows
the performance of such solution, which adopts original word
segmentation. The performance is similar to not doing so.
Finally, we decide to use original word segmentation and
without using number translation in the following experi-
ments.

4.2.3. Word alignment combination

Most phrase-based and syntax-based systems extract transla-
tion rules from word alignments. The extracted translation
rules will be enriched if multiple kinds of word alignments are
concatenated together. There are several widely-used heuris-
tics for word alignment to balance precision and recall. Each
heuristics will generate one word alignments. We combine
word alignments from different heuristics, extract phrase table
from such word alignments, and test the performance by using
phrase-based decoder: Moses.

Table 8: Performance (BLEU and NIST score) of word
alignment combination

BLEU NIST

GIZA++ baseline 0.4603 7.2618
combination 0.4749 7.3573
Berkeley baseline 0.4608 7.1290
combination 0.4717 7.4001

Two word alignment tools are applied: GIZA++ [1] and
Berkeley alignment tool [28]. For GIZA++, baseline heuris-
tics is “grow-diag-final-and”; for Berkeley alignments, base-
line heuristics is “grow”. Table 8 shows that word alignment
combination improves the performance. We adopt GIZA++’s
word alignments combination for the following Chinese-to-
English experiments.
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4.2.4. Rescoring

In Chinese-to-English translation, each system uses rescoring
individually to re-rank its n-best outputs. This is a big differ-
ence to English-to-Chinese translation, which uses rescoring
as system combination method.

Through rescoring, each system can provide more quali-
fied n-bests for the following system combination. Totally,
we applied rescoring on four systems, namely, Moses and
three variations of Tranyu. The performances are shown in
Table 9. Row “before” reports performance before rescoring
while row “after” reports performance after rescoring.

Table 9: Rescoring performances (BLEU) on test set.

Moses | Tranyu: Tranyu: Tranyu:
Bound | UniBrack LAR
before 0.4749 04719 0.4726 0.4685
after 0.4899 0.4954 0.4794 0.4845
Rescoring improves performance on Moses, Tranyu-
Bound and Tranyu-Lar, while improves marginally on
Tranyu-UniBrack.

4.2.5. Confusion network based system combination

Table 10 presents the performance of confusion network based
system combination, which utilize four systems in total,
namely, Moses, Tranyu-Bound, Tranyu-Unibrack and Tranyu-
Lar. We can see that confusion network based system combi-
nation improves the performance over best single system:
Tranyu-Bound (after rescoring), and the best performance is
obtained by using GIZA++ for hypothesis alignment.

Table 10: Performance (BLEU) of confusion network
based system combination.

Tranyu- Confusion Network
Bound GIZA++ TER CLA THMM
0.4954 0.5054 0.5020 | 0.5020 | 0.4995

4.2.6.  Experiments on ASR input

There are two special preprocessing measures for ASR input:
punctuation insertion and word-to-Pinyin conversion.

We use SRILM tool to perform punctuation insertion to
restore punctuations missing in ASR output. We also perform
word-to-Pinyin conversion to address the problem that ASR
input contains word errors from automatic speech recognition.
Some of the word errors can be bypassed by converting words
into Pinyin because different words of ASR may share the
same Pinyin. Table 11 reports experimental results of punc-
tuation insertion and Pinyin conversion.

Table 11: Performances (BLEU and NIST score) of punc-
tuation insertion and Pinyin conversion on ASR input.

BLEU NIST
word 0.3615 5.8342
word+punc. 0.3738 6.2582
Pinyin 0.3730 5.9933
Pinyin+punc. 0.3899 6.3262
char. Pinyin 0.3674 6.2867
char. Pinyin+punc. 0.3718 6.1883
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Row “word” shows the baseline performance of ASR in-
put. Row “Pinyin” shows that word-to-Pinyin is effective by
improving BLEU from 0.3615 to 0.3730. Row “char Pinyin”
denotes that word Pinyin is split into character Pinyin, which
shows marginal improvement over baseline. All rows about
“*+punc” denotes the effects of punctuation insertion, which
consistently improves the performance.

5. Conclusion

This paper describes I’R’s SMT system that is used in the
DIALOG Task of IWSLT 2010 MT campaign. We use a sys-
tem combination framework that incorporates mainly two
kinds of our SMT systems: phrase-based and syntax-based
systems in the IWSLT 2010. We explain the details of our
experiments and report how we achieve the final performance
from single systems to the combined systems step by step.
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