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Abstract

In this paper, we utilize segmentation alternatives. Our re-
search contribution is a novel estimation method of the trans-
lation probabilities used in phrase-based statistical machine
translation in order to reflect the trustworthiness of the seg-
mentation. Our system, however, underperforms the base-
line.

1. Introduction

Natural language sentences often require natural language
analyses prior to performing machine translation. For ex-
ample, a Chinese sentence requires word segmentation since
it is originally not segmented. However, a source sentence
can be segmented at various levels of granularity when it
is ambiguous. This is analogous to the recognization of an
acoustic signal. In real world situations, ambiguities of nat-
ural language sentences are inevitable. Hence the results of
natural language analyses such as word segmentation do not
necessarily provide the correct information.

A distribution of the segmentation probabilities of our
training corpus (segmented by the Stanford Chinese Seg-
menter [1]) confirms this problem. About 80 percent of sen-
tences are segmented with relatively high probabilities (more
than 0.8). However, the rest show lower probabilities, which
indicate the segmentation results may be incorrect. There-
fore we need a clever solution to cope with the analysis erorr
at the word segmentation stage.

One of the popular research approaches has explored al-
ternative segmentations for the following reasons [2, 3, 4].
Even if the best segmentation is incorrect, less strong alter-
natives would be correct. It is also possible to consider a
combination of the segmentation results from different seg-
mentation methods. Moreover, in a small-sized parallel cor-
pus, utilizing different segmentations is useful to increase the
size of the corpus. Generally, the translation quality in SMT
becomes better as the size of the parallel corpus increases.

In this paper, we utilize segmentation alternatives. Our
research contribution is a novel estimation method of the
translation probabilities used in phrase-based statistical ma-
chine translation (PBSMT) in order to reflect the trustwor-
thiness of the segmentation. Our system, however, does not
outperform the baseline method.
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2. Prior Work

Previous studies have proposed merging the alternative anal-
yses to deal with analysis errors for two reasons: 1) the
strongest alternative is not necessarily the correct analysis
and 2) most alternatives contain similar element such as com-
mon sub trees. For segmentation alternatives, [2] proposed a
word lattice that represents exponentially large numbers of
segmentations of a source sentence. [4] further integrated
reordering information into the lattice. For parsing alterna-
tives, [5] suggested a packed forest that encodes alternative
derivations from a node. [3] combined the two approaches to
benefit from both. They treated the alternative segmentations
equally in the training corpus. However, if the segmentation
is not very accurate, it may also harm the estimation of trans-
lation probabilities as well as fail to decode the test corpus.

Meanwhile, previous participants in IWSLT translation
tasks have also combined the different PBSMT systems
based on different word segmenations [6, 7]. They have re-
ported great improvements from the combination. Therefore,
it is worthwhile to replicate the improvement from combina-
tion by merging the alternatives, or vice versa. Unfortunately,
we do not compare both and leave it as futher work.

An Arabic-to-English system has been proposed for the
same purpose [8]. The system accepts variation of input seg-
mentation from two different segmentors, regarding the seg-
mentation result equally probable. Although the system is
quite similar to ours, it is different that we discriminate low
probable segmentations in the probability estimation, and the
translation is Chinese-to-English.

3. Method
3.1. Estimating translation probabilities

We assume that the extracted phrase pairs from a sentence
having a lower segmentation probability are also less impor-
tant to estimate the translation probabilities. Therefore we
build a standard format phrase table used in PBSMT whereas
the probabilities reflect the segmentation probability of the
sentence.

PBSMT regards a sentence pair (F,F) consisting of
pairs of phrases (f,é), where f and € are continuous word
sequences. For each sentence pair, we duplicate E for K dif-
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Table 1: Summary of the used resources

ID Usage File name
train Tra%n%n g IWSLT1 2,DIALOG:train. 7?.with_interpreter.txt
Training IWSLT10_BTEC.train.??.txt
tune Parameter tuning (source) IWSLT10_DIALOG.devset.case+punc.src.??.sgm

Parameter tuning (reference)

IWSLT10_DIALOG.devset.case+punc.mref.??.sgm

Evaluation (source)

dev|[1-9] Evaluation (reference)

IWSLT10.devset[ 1-9]_*.case+punc.src.??.sgm
IWSLT10.devset[1-9]_*.case+punc.mref.??.sgm
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Figure 1: Overall architecture of our system. The upper dia-
gram shows our propsed estimation, and the lower one shows
lattice decoding.

Segmenation K: py

ferenct segmentations of F'. Hence, the size of the parallel
corpus is multiplied by K. Then we obtain the word align-
ment of the increased parallel corpus.

Unlike traditional phrase pair extraction, we assign the
segmentation probability p;.4 of the source sentence for each
phrase pair (f,é) extracted from a sentence pair. Then we
define the fractional count for each unique phrase pair in
the corpus. Finally, the maximum likelihood estimates for a
phrase pair ppy,, are computed based on the fractional count
of extracted phrases. Lexical translation probabilities pje, of
a phrase pair are also computed using the fractional count.
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Our proposed method is different from previous works
that treat all segmentation alternatives the same or discard
less probable segmentations under a thresold [2]. The upper
diagrams in Figure 1 shows our proposed method.

3.2. Decoding lattice

Theoretically for n characters, 2”1 segmentations are pos-
sible at most. In practice, however, we have K different seg-
mentations with probabilities for a sentence. The K different
segmentations can be effeciently compressed into a lattice as
described in [2]. Then we decode the lattice for each source
sentence in order to translate it into the target language. The
lower diagram in Figure 1 shows lattice decoding.

4. Experiment
4.1. Resource

Thoughout our experiments, we use the supplied resources
only. The usage of the resources is summarized in Table 1.
We ignore the dialog annotations such as ID and speaker in-
formation. The provided Chinese sentences are already seg-
mented, and we regard the provided segmentation as the “1-
best” (the first and last row in Table 2). For the variation
of segmenation, we use two segmentation alternatives (K=2)
according to two different segmentation standards that fol-
low the Peking University (PKU) and Penn Chinese Tree-
bank (CTB), and generate a lattice as input (the second and
third row in Table 2). The increased size of the training cor-
pus is about twice as large as the original corpus. No other
supplientary data such as a large monolingual corpus is used.
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Table 2: Chinese-English CRR BLEU scores on various test corpora

Estimation  Inputtype tune  devl dev2 devd dev4d devS dev6 dev7 dev8 dev9  Avg.
Moses 1-best 4799 46.16 48.52 49.85 22.65 20.72 30.80 43.01 39.29 3570 3741
Moses lattice 48.85 46.03 4843 52.04 2322 21.53 3250 42.88 39.80 36.05 38.05

Proposed lattice 4735 4486 45.63 4996 2252 19.85 28.08 40.03 3523 35.18 3593
Moses-chart 1-best 47.04 47.87 50.18 5222 23.09 21.00 3478 4420 40.85 3648 38.96

4.2. Setting

We carried out four different experiments with two experi-
mental variables using Moses [9]. One variable is whether
our proposed estimation method is used or not, and the other
is whether Moses decodes the best segmentation or lattice of
the segmentation alternatives. As a baseline system, we also
utilize Moses-chart, which is a hierarchical PBSMT [10]. We
use GIZA++ [11] to obtain bidirectional word alignments
and refine them using “grow-diag-final-and” heuristics. The
weights of the probabilities are tuned using the minimum er-
ror rate training (MERT) [12]. We use SRILM [13] for train-
ining a 5-gram language model with modified Kneser-Ney
smoothing. All settings are assembled and executed using
the experimental management system in Moses with a minor
modification for tuning parameters on multiple references.

4.3. Result

We focused on Chinses-English CRR PBSMT using our
proposed method. Table 2 shows the automatic evaluation
results by BLEU [14] on the test corpora as well as the
paramter tuned score. We report the best score among sev-
eral results since we observed that MERT gives quite unsta-
ble translation results. Decoding lattice (the second row) is
competitive with the original PBSMT (the first row). How-
ever, our proposed method underperforms the other settings
(the third row). The tuned scores using lattice are relatively
higher than the others. The best performance on average
comes from Moses-chart, which is our primary run. Our con-
trastive run is the translation result applying our proposed
method. We also submitted our primary run for Chinese-
English ASR, and English-Chinese CRR and ASR using
Moses-chart.

5. Discussion

On the test corpora, Our proposed method failed to achieve
improvement over Moses and Moses-chart, which are very
strong baselines. We suspected that the low quality segmen-
tations may cause the word alignment error, and discarded
the segmentations which have lower probabilities than a
given threshold. However, it did not improve performance
either. It is interesting that the lattice input for tuning gives
higher BLEU score than 1-best. As we mentioned above,
MERT gives very unstable results for this corpus, and this
causes an overfitting problem in the lattice input case.
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6. Conclusion

In this paper, we described our proposed method at the
IWSLT 2010 DIALOG Task. Lattice decoding worked com-
petitively, but tailoring translation probability for lattice de-
coding proposed in this paper did not work. We will further
investigate better methods in the future IWSLT.
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