
Improved Statistical Machine Translation with Hybrid Phrasal Paraphrases
Derived from Monolingual Text and a Shallow Lexical Resource

Yuval Marton∗
Center for Computational Learning Systems

Columbia University
ymarton@ccls.columbia.edu

Abstract

Paraphrase generation is useful for various
NLP tasks. But pivoting techniques for para-
phrasing have limited applicability due to their
reliance on parallel texts, although they ben-
efit from linguistic knowledge implicit in the
sentence alignment. Distributional paraphras-
ing has wider applicability, but doesn’t bene-
fit from any linguistic knowledge. We com-
bine a distributional semantic distance mea-
sure (based on a non-annotated corpus) with a
shallow linguistic resource to create a hybrid
semantic distance measure of words, which
we extend to phrases. We embed this extended
hybrid measure in a distributional paraphras-
ing technique, benefiting from both linguis-
tic knowledge and independence from parallel
texts. Evaluated in statistical machine trans-
lation tasks by augmenting translation mod-
els with paraphrase-based translation rules, we
show our novel technique is superior to the
non-augmented baseline and both the distribu-
tional and pivot paraphrasing techniques. We
train models on both a full-size dataset as well
as a simulated “low density” small dataset.

1 Introduction

Paraphrase generation serves various natural lan-
guage processing (NLP) applications, such as natu-
ral language generation (NLG), summarization, in-
formation retrieval (IR), question answering (QA),
and statistical machine translation (SMT). This work
focuses on paraphrasing for SMT. Paraphrasing is
useful for SMT because it increases translation cov-
erage – an inherent problem of SMT, due to the Zip-
fian and dynamic nature of human language.

Untranslated words and phrases, and bad re-
ordering of known words and phrases in unseen
larger sequences, remain a major problem for
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SMT (Callison-Burch et al., 2006). This is the case
for both flat and hierarchical phrase-based SMT sys-
tems (Koehn et al., 2007; Chiang, 2007, inter alia),
in spite of much progress since statistical translation
models were introduced (Brown et al., 1993).

Recent work proposes augmenting the training
data with paraphrases generated by pivoting through
other languages and back (Callison-Burch et al.,
2006, and subsequent work). This indeed alleviates
the vocabulary coverage problem, especially for the
resource-poor, so-called “low density” languages.
However, it requires one or more extra parallel texts
(or more precisely, translation tables) where one side
contains the original source language. Such parallel
texts are uncommon, with the notable exception of
the EuroParl corpus (Koehn, 2005). Some variants
also require syntactic annotation (Callison-Burch,
2008). Most other recent techniques require super-
vised training (see Section 2), resources for which
are also scarce in “low density” languages.

To overcome this resource constraint, the ap-
proach in Marton et al. (2009a) proposes augment-
ing the training data with paraphrases generated by
using distributional techniques on a large monolin-
gual corpus – a relatively abundant resource. It
constructs monolingual distributional profiles (DPs;
see Section 3.1) of words and phrases in the source
language that are out-of-vocabulary (OOV) for the
translation model. It then generates paraphrase can-
didates from phrases that co-occur in similar con-
texts, and estimates their semantic similarity to the
paraphrased term by applying distributional seman-
tic distance measures. While this approach allevi-
ates the dependency on scarce and costly resources,
it lacks the human linguistic knowledge implicit in
the sentence alignment of parallel texts.

The technique in Marton et al. (2009a) is extended
here by using human linguistic knowledge, yet still
without relying on parallel texts. This is done by re-
placing the distributional semantic distance measure



with a hybrid measure (Marton et al., 2009b). This
hybrid measure combines a large monolingual cor-
pus of text with a lexical resource in order to approx-
imate word senses without using sense-annotated
texts (as these are also scarce and costly). This mea-
sure, originally applying to word-pairs, is extended
here to apply to phrase-pairs, so it is more use-
ful for augmenting phrase-based SMT. Our hybrid
approach benefits from both worlds – generating
paraphrases monolingually-distributionally (without
parallel texts), while incorporating linguistic knowl-
edge. We show it can out-perform both pivoting and
distributional paraphrasing techniques. We present
here, to our knowledge for the first time, posi-
tive results of integrating unsupervised hybrid para-
phrases in an end-to-end state-of-the-art SMT sys-
tem, trained on a small subset dataset (simulating a
“low-density” language). We also present new posi-
tive results using both distributional and hybrid para-
phrases in models trained on a full-size dataset.

In the rest of this paper we describe paraphrasing
techniques in Section 2, distributional and hybrid se-
mantic distance measures in Section 3, and the trans-
lation model augmentation technique in Section 4.
We report our experiments and results in Section 5,
and conclude by discussing the implications and fu-
ture research directions in Section 6. Since this pa-
per brings together various sub-fields, we discuss re-
lated work in each of the relevant sections.

2 Paraphrase Generation
2.1 Paraphrasing Approaches

Paraphrasing is the act of replacing linguistic ut-
terances (typically text) with other linguistic utter-
ances, bearing similar meaning but different form.
Paraphrasing research is quite diverse, and can
be characterized and classified along many axes,
including: paraphrasing unit (word, phrase, sen-
tence, passage), paraphrased elements (lexical syn-
onyms, or structural, such as active/passive voice),
required resources (parallel, comparable, or mono-
lingual text), and technique (pivoting or distribu-
tional). Paraphrasing may be somewhat “lossy” in
number of words and/or content, with the extreme
cases of summarization and translation. Due to
space limitations, we only mention here by name the
most similar and recent work. Madnani and Dorr
(2010) give more on different types of paraphrasing.

Previous work largely rely on parallel text or SMT
in order to generate paraphrases. Barzilay and McK-

eown (2001) use direct translation for this. They ex-
tract paraphrases from a monolingual parallel cor-
pus, containing multiple translations of the same
source. However, monolingual parallel corpora are
extremely rare and small. Zhao et al. (2008) ap-
ply SMT-style decoding for paraphrasing, using sev-
eral log linear weighted resources (phrase table, the-
saurus, etc.), while Zhao et al. (2009) filter out para-
phrase candidates and weight paraphrase features
according to the desired NLP task: sentence com-
pression, simplification, or similarity computation.
Malakasiotis (2009) propose paraphrase recognition
using Machine Learning techniques to combine sim-
ilarity measures. Chevelu et al. (2009) introduce
a new paraphrase generation tool based on Monte-
Carlo sampling. Mirkin et al. (2009), inter alia,
frame paraphrasing as a special, symmetrical case
of (WordNet-based) textual entailment.

The leading SMT-related paraphrasing technique
is currently the “pivoting” technique, especially
Bannard and Callison-Burch (2005) and Callison-
Burch et al. (2006). “Pivoting” here means translat-
ing the phrases of interest to one or more languages
and back to the source language. This is illustrated
in Figure 1. The quality of these paraphrases is es-
timated by marginalizing translation probabilities to
and from the additional language side (or sides) e,
as follows: p(f2|f1) ≈

∑
e p(e|f1)p(f2|e), where

f1 and f2 are the phrase and its paraphrase candi-
date, respectively. A major disadvantage of the ap-
proach is that it relies on the availability of parallel
corpora in other languages. While this works for En-
glish and many European languages (e.g., with Eu-
roParl), it is far less likely to help when translating
from other languages, for which bitexts are scarce or
non-existent. Also, the inherent double translation
step introduces noise in both the paraphrase candi-
dates’ desired sense, and their translational likeli-
hood. More on that in Section 6. The problem of
incorrect sense translation is likely to be exacerbated
when the test set is of a different genre than the bi-
texts. One of the advantages of pivoting, however, is
the use of linguistic knowledge that is encapsulated
in the parallel sentence alignment.

More recently, Callison-Burch (2008) has im-
proved performance of this pivoting technique by
imposing syntactic constraints on the paraphrases.
In one variant the target phrase and its paraphrase are
constrained to have the same parsing tag (e.g., NP),
and in another variant, this constraint has been re-



Figure 1: Pivoting technique for paraphrase generation.
Paraphrase OOV (Spanish) terms in a SMT model by piv-
oting through other languages such as French or German.

laxed so that the phrase and its paraphrase must have
the same Combinatory Categorial Grammar (CCG)
super-tag sequence, but no longer need to have the
same single constituent tag. The limitation of such
an approach, in either variant, is the reliance on a
good parser (in addition to reliance on bitexts), since
a good parser is not available in all languages, espe-
cially not in resource-poor languages. Also, parsing
large corpora is computationally taxing.

Our work uses monolingual text in order to gen-
erate phrasal paraphrases with distributional tech-
niques, combined with semantic information from
a lexical resource. OOV phrases in the source lan-
guage are paraphrased and then used to augment a
SMT translation model (Details in Sections 4). Our
previous paraphrasing work shows gains in SMT,
only using a distributional method over textual re-
sources. Here, when adding linguistic knowledge
(from a lexical resource) on top of same amount of
textual resources as the distributional method, our
hybrid method yields further gains. We argue in
Marton et al. (2009a) that the ability to use much
larger textual resources for paraphrasing should al-
low improving also on larger translation models. Us-
ing larger textual resources, we show here gains over
“full-size” models that we failed to improve there.

2.2 Monolingually Derived Distributional
Paraphrase Generation

We have recently introduced a monolingual
corpus-based paraphrasing technique (Marton et al.,
2009a). This technique makes use of distributional
profiles (DPs; see Section 3) of OOV phrases and
their paraphrasing candidates. Its outline is this:

1. Upon receiving OOV phrase phr, build distri-
butional profile DPphr.

2. Gather contexts: for each occurrence of phr,
keep surrounding (left and right) context L R.

Figure 2: Distributional paraphrase generation. Para-
phrase OOV (Spanish) terms in a SMT model using a dis-
tributional semantic distance measure and a large mono-
lingual corpus, which is a relatively abundant resource.

3. For each such context, gather paraphrase can-
didates cand which occur between L and R in
other locations in the training corpus, i.e., all
cand such that L cand R occur in the corpus.

4. For each candidate cand, build a profile
DPcand and measure profile similarity between
DPcand and DPphr. Rank cand according to
the profile similarity score.

5. Output k-best candidates above a certain simi-
larity score threshold.

This is illustrated in Figure 2. The technique we
now present is different from that in Marton et al.
(2009a) in the ranking step 4, since in our model,
phr and candmay have multiple senses each. These
senses correspond to multiple hybrid sense-aware
DPs for each of phr and cand, as opposed to a sin-
gle “vanilla” corpus-based DP for each. We extend
the profile similarity function to choose among the
different senses, similarly to Mohammad and Hirst
(2006). See Section 3.2 for details.

3 Semantic Distance Measures

Various paraphrasing techniques rely on semantic
distance measures. We now turn to briefly survey
such measures. We group them as follows: lexi-
cal resource-based, corpus-based, and hybrid. We
do not discuss the widely used WordNet and other
lexical resource-based measures here, due to space
constraints. We only refer the reader to Hirst and
Budanitsky (2005) for a comprehensive survey.

3.1 Corpus-based measures
Corpus-based measures of distributional similar-

ity rely on the distributional hypothesis (Harris,
1954): Words close in meaning tend to appear in
similar distribution (surrounding contexts). The dis-
tributional profile (DP) of word or phrase u is a



feature vector whose dimensions are the surround-
ing context words (collocates), and the values rep-
resent strength-of-association (SoA) between u and
each collocate. Beside simple co-occurrence counts
within sliding windows, other SoA measures are
based on TF/IDF, mutual information (PMI), con-
ditional probabilities, and the log-likelihood ratio.
Profile similarity measures: A DP similarity func-
tion psim(DPu, DPv) is typically defined as a two-
place function, taking vectors as arguments, (the DP
of some word/phrase u and word/phrase v), whose
size is the known vocabulary size. Similarity can
be estimated in several ways, e.g., the cosine coef-
ficient, the Jaccard coefficient, the Dice coefficient
(all proposed by Salton and McGill, 1983), α-skew
divergence (Dagan et al., 1999), and the City-Block
measure (Rapp, 1999). The cosine is especially
appealing. It is a proven measure, easy to com-
pute, requires simple data structures (vectors) as in-
put, and can be intuitively visualized: cosine of two
two-dimensional vectors is inversely proportional to
their angle α. In principle, any SoA can be used
with any profile similarity measure, but only some
combinations do well. Other measures are direc-
tional (textual entailment) in u and v. See Weeds et
al. (2004) for surveys of distributional measures.

3.2 Hybrid measures

As Mohammad and Hirst (2006) point out, the
DP of a word u conflates information about the
senses of u. For example, assume the noun bank
has two senses: RIVER (as in riverbank) and FI-
NANCIAL INSTITUTION, and the noun wave has two
senses: RIVER and PHYSICS. Thus the distribu-
tional distance between bank and wave will be some
average of the semantic distance between all their
senses. However, for various NLP tasks, what is
often needed is the distance between their closest
senses – in this case, the RIVER senses. Moham-
mad and Hirst (2006) overcome the sense-conflation
problem by generating separate DPs for the different
senses of a word, using the categories in a Roget-
style thesaurus as coarse senses or concepts. A
word may be found in more than one category c if it
has multiple meanings. They use a simple unsuper-
vised algorithm to determine concept-based vectors
DPC(c): each cell of the DPC vector corresponds
to each unique word w in a corpus, and contains
the SoA between w and the category c, based on
the number of times w co-occurred with any of the

words associated with c.
In Marton et al. (2009b) we observe that if tar-

get words u and v appear under the same concept
c, the semantic distance between u and v would be
indistinguishable, since the concept-based similarity
measure returns the semantic distance of the closest
sense pair. In the example above, bank and wave
have two senses each, so there are 2 × 2 = 4 DPC
pairs to compare:

FINANCIAL INSTITUTION, PHYSICS

FINANCIAL INSTITUTION, RIVER

RIVER, PHYSICS

RIVER, RIVER

The last, identical pair would be returned, falsely
representing synonymy between bank and wave.
This issue is addressed in Marton et al. (2009b) us-
ing a hybrid approach with fine-grained soft con-
straints, called “hybrid-sense-proportional”. For
word u in sense c, the co-occurrence counts in the
DP of u are discounted according to the counts in the
DPC of c, and then SoA measures in the DP of uc are
calculated over the discounted counts: f(uc, wi) =
p(c|wi) × f(u,wi) where the conditional proba-
bility p(c|wi) is calculated from the co-occurrence
frequencies in DPCs, and the co-occurrence count
f(u,wi) is calculated from word-based DPs. The
word-sense-biased DP is denoted DPWS. A word
that has no mapping to any concept c is assumed
to have uniform distribution over all concepts (but
in practice, we use a single sense), thus freeing us
from the thesaurus vocabulary limitations. Fig-
ure 3 visualizes a toy DPWS of bank, created from
the “vanilla” DP of bank, biased towards RIVER.

This method is further extended here, to handle
not only words but phrases too, evaluated in a SMT
setting, although applicable in other NLP settings as
well. For phrase phr, define its DP’s sliding window
of ±n to include the n tokens immediately preced-
ing the first token of phr, and the n tokens imme-
diately following the last token of phr. DP similar-
ity is calculated as in the traditional word-DP case.
With this extended hybrid semantic distance mea-
sure, when augmenting translation models, we re-
place the ranking step 4 (Section 2.2) with:

• Build a sense-aware profile for each candidate
cand, and measure profile similarity between
DPWSs

cand and DPWSr
phr for each sense s

of cand, and each sense r of phr. Rank can-



Figure 3: Visual example of a sense-aware distributional
profile: the DPWS for the word bank in sense RIVER.
The bank’s strength of association with money in the
DPWS is decreased relative to the DP, since it is dis-
counted in proportion to its value in the DPC of RIVER,
relative to its value in all the DPCs of bank.

didates by profile similarity score of the closest
(DPWSs

cand, DPWSr
phr) pair of each cand.

Note that although a thesaurus might not exist for
all languages or domains, a coarse thesaurus (which
is sufficient for our purpose here) is much more
likely to exist than a highly – or even moderately
– developed WordNet. Hence our hybrid technique
is more applicable than WordNet-based techniques.
Other hybrid measures: Erk and Padó (2008) rep-
resent a word sense in context by biasing the word’s
DP according to the context surrounding a specific
occurrence of that word. The advantage of their ap-
proach is that it does not rely on a thesaurus or Word-
Net. But it relies on dependency relations and selec-
tional preferences information, which might be of
low quality or unavailable in a low density language.

Resnik (1999) introduces a hybrid model for cal-
culating “information content” by traversing the
concept’s subtree in WordNet. This measure is
hybrid in that it uses both a linguistic knowledge
source and a large corpus of text, although it doesn’t
use the distributional contexts of the words in the
corpus. Lin (1997) and Jiang and Conrath (1997)
improve on this idea by incorporating the distance
of each word from the lowest common subsumer.
However, a wordnet might not exist, or not be suffi-
ciently developed, in a low density language.

4 Paraphrase-Augmented SMT

This is not the first attempt to ameliorate the out-
of-vocabulary (OOV) words problem in statistical

machine translation, and other NLP tasks. Such at-
tempts can be roughly divided as follows:

• augmenting current resources (typically paral-
lel texts) with paraphrases of their elements,
• creating additional resources of same type (ad-

ditional parallel texts), and
• using alternative resources (lesser or no re-

liance on parallel texts).

Our work belongs to the first category, and there-
fore we mainly focus here on this category. More
specifically, our work most resembles Callison-
Burch et al. (2006) in augmenting translation models
with source-side paraphrases of the OOV phrases,
using weighted log-linear features. Given an OOV
source-side phrase f , if the translation model has
a rule 〈f ′, e〉 whose source side is a paraphrase f ′

of f , then a new rule 〈f, e〉 is added, with an extra
weighted log-linear feature(s), whose value for the
new rule is the translation probability or similarity
score between f and f ′. The definition is this:

h(e, f) =



asim(DPf ′ , If phrase table entry (e, f)
DPf ) is generated from (e, f ′)

using monolingually-
derived paraphrases.

1 Otherwise.
(1)

where asim is defined below. As noted there, it is
possible to construct a new translation rule from f to
e via more than one pair of source-side phrase and its
paraphrase; e.g., if f1 is a paraphrase of f , and so is
f2, and both f1, f2 translate to the same e, then both
lead to the construction of the new rule translating
f to e, but with potentially different feature scores.
In order to leverage on these paths and resolve fea-
ture value conflicts, we apply an aggregated similar-
ity measure: For each paraphrase f of source-side
phrases fi with similarity scores sim(fi, f),

asimi = asimi−1+(1−asimi−1) sim(fi, f) (2)

where asim0 = 0. We only augment the phrase
table with a single rule from f to e, and in it are the
feature values of the phrase fi for which sim(fi, f)
was the highest.

Other related work: Habash and Hu (2009)
show, pivoting via a trilingual parallel text, that us-
ing English as a pivot language between Chinese



and Arabic outperforms translation using a direct
Chinese-Arabic bilingual parallel text. They sug-
gest this might be because English is “half-way” be-
tween the other two languages in terms of word or-
der properties. Other attempts to reduce the OOV
rate by augmenting the phrase table’s source side in-
clude Habash (2009), providing an online tool for
paraphrasing OOV phrases by lexical and morpho-
logical expansion of known phrases and dictionary
terms – and transliteration of proper names.

Bond et al. (2008) also translate and back-
translate for generating paraphrases. They improve
SMT coverage by using a manually crafted mono-
lingual HPSG grammar for generating meaning and
grammar-preserving paraphrases. They parse the
English side and then convert it to an abstract seman-
tic representation and back to English. This gram-
mar allows for certain word reordering, lexical sub-
stitutions, contractions, and “typo” corrections.

5 Experiments

We examined augmenting translation models with
paraphrases based on hybrid semantic distance mea-
sures. We contrasted these models with models us-
ing distributional distance measures, models using
pivot-style paraphrases, and non-augmented base-
line models. We tested all models in English-to-
Chinese translation, augmenting the models with
translation rules for unknown English phrases.

For baseline we used the phrase-based SMT sys-
tem Moses (Koehn et al., 2007), with the default
model features: 1. phrase translation probability,
2. reverse phrase translation probability, 3. lexical
translation probability, 4. reverse lexical translation
probability, 5. word penalty, 6. phrase penalty, 7. six
lexicalized reordering features, 8. distortion cost,
and 9. language model (LM) probability. We used
Giza++ (Och and Ney, 2000) for word alignment.
All features were weighted in a log-linear frame-
work (Och and Ney, 2002). Feature weights were set
with minimum error rate training (Och, 2003) on a
development set using BLEU (Papineni et al., 2002)
as the objective function. Test results were eval-
uated using BLEU and TER (Snover et al., 2006):
The higher the BLEU score, the better the result; the
lower the TER score, the better the result. This is
denoted with BLEU ↑ and TER↓ in Table 1.

The paraphrase-augmented models were created
as described in Sections 3.2 and 4. We used cosine
distance over DPs of log-likelihood ratios (McDon-

ald, 2000), built with a sliding window of size ±6,
a sampling threshold of 10000 occurrences, and a
maximal paraphrase length of 6 tokens. We arbi-
trarily limited the number of occurrences (in which
to look for paraphrase candidates) of each context
of phrase phr to no less than 250 and no more than
2,000 occurrences. For each phr, we output no more
than the top k = 20 best-scoring paraphrases. We
generated paraphrases for phrases up to six tokens
in length, with an arbitrary similarity threshold of
0.3. We experimented with three variants:

• adding an extra single feature for all para-
phrases (1-6grams);
• using only paraphrases of unigrams (1grams);
• and adding two features, one only sensitive

to unigrams, and the other only to 2-6-grams
(1 + 2-6grams).

All features were designed as described above. Each
model’s feature weight set was tuned with a sepa-
rate minimum error rate training. We repeated this
process with distributional and pivoting-style para-
phrases, for comparison.
5.1 Data

In order to compare the quality of paraphrases
generated with pivoting, distributional, and hybrid
techniques, we chose English as the source language
for the translation task. This is because the new
technique requires semantic knowledge base of the
source language, and such data, based on the English
Macquaries thesaurus, was at our disposal (see Mar-
ton et al., 2009b). We chose Chinese as the trans-
lation target language because it is quite different
from English (e.g., in word order), and four refer-
ence translation were available from NIST.

For training we used the LDC Sinorama and FBIS
tests (LDC2005T10 and LDC2003E14), and seg-
mented the Chinese side with the Stanford Seg-
menter (Tseng et al., 2005). After tokenization and
filtering, this bitext contained 231,586 lines (6.4M +
5.1M tokens). We trained a trigram language model
on the Chinese side, with the SRILM toolkit (Stol-
cke, 2002), using the modified Kneser-Ney smooth-
ing option. We then split the bitext into 32 even
slices, and constructed a reduced set of about 29,000
sentence pairs by using only every eighth slice. The
purpose of creating this subset model was to simu-
late a resource-poor language.

For development we used the Chinese-English
NIST MT 2005 evaluation set. In order to use it for



English-Chinese model BLEU ↑ TER↓

29k-sentence training subset models

baseline 15.2 69.3
1gram-pivot 15.5 69.4
1-5gram-pivot 16.1B 69.0
1+2-5gram-pivot 16.2BI 69.1

1gram-distrib 16.9B 68.8
1-6gram-distrib 16.5B 69.2
1+2-6gram-distrib 16.9BC 68.8

1gram-hybrid 16.4B 69.0
1-6gram-hybrid 16.7BD 68.8
1+2-6gram-hybrid 17.0BCDI 68.7

“full” 232k-sentence training dataset models

baseline 21.8 63.8

1gram-distrib 22.5B 64.4
1-5gram-distrib 22.5B 66.2
1+2-5gram-distrib 21.7 63.9

1gram-hybrid 22.7BD 63.9
1-5gram-hybrid 22.3 63.9
1+2-5gram-hybrid 22.3D 63.8

Table 1: Results: character-based BLEU and TER scores.
All models have one extra feature on top of their base-
line model’s features, except for the “1+2. . . ” models,
which have one extra feature for unigrams and another
for longer n-grams. Statistical significance from corre-
sponding B: baseline, D: distributional model, I: “1gram”
model, or C: from coarser “1-5/1-6gram” model, p < .05.

the reverse translation direction (English-Chinese),
we arbitrarily chose the first English reference set as
the development “source”, and the Chinese source as
a single “reference translation”. For testing we used
the English-Chinese NIST MT evaluation 2008 test
set with its four reference translations.

We augmented the baseline models with para-
phrases generated as described above, training on
the British National Corpus (BNC) v3 (Burnard,
2000) and the first 3 million lines of the English
Gigaword v2 APW, totaling 187M tokens after to-
kenization, and number and punctuation removal.

5.2 Experimental Results

Translation evaluation is given in Table 1. We
used the NIST-provided script to split the output
words to Chinese characters before evaluation, as is
standardly done in the NIST English-Chinese trans-

lation task official evaluation.1 Statistical signif-
icance for the BLEU results was calculated using
Koehn’s paired bootstrap re-sampling test (Koehn,
2004), with a sample size of 2000 pairs; it was de-
termined in case the 95% confidence interval (CI) of
the systems’ BLEU score difference excluded zero.
For conciseness, this is denoted as p < .05. We used
shortest reference length.
Augmentation with pivot-style paraphrases: Due
to memory limitations, it was not possible to use all
pivot-style paraphrases.2 We therefore filtered out
paraphrases below a .3 score threshold. Note, how-
ever, that this threshold is not equivalent to a .3 score
threshold used in the distributional and hybrid para-
phrasing methods. In addition to using all available
lengths (unigram to 5-gram) of paraphrased phrases,
we also experimented with 1grams-pivot and 1+2-
5grams-pivot models, corresponding to the 1grams*
and 1+2-6grams* (distributional or hybrid) models,
respectively. The 1-5grams-pivot and 1+2-5grams-
pivot models showed significant gains up to 1 BLEU
point over the baseline, serving as stronger base-
lines for our technique. The unigram 1grams-pivot
model’s TER score was slightly worse than the base-
line (but recall it was threshold-filtered).
Augmentation with distributional paraphrases:

We repeat here the results in Marton et al. (2009a)
for the distributional models, which yielded up to 1.7
BLEU points significant gain over the baseline on the
29,000-line subset. All TER scores were also better
than the baseline’s. For new results on the full size
set, see the end of this section.

Augmentation with hybrid paraphrases: Our
claim for the hybrid semantic distance measure’ ad-
vantage is supported not only by gains in SMT per-
formance over the baseline, but also over the pivot
and distributionally-augmented models. The third
part in Table 1 shows that for the 29,000-line sub-
set, each hybrid-augmented model did better than
the baseline (up to 1.8 BLEU points), its pivot coun-
terpart, and slightly yet significantly better than its
distributional counterpart (except for 1gram-hybrid
vs. 1gram-distrib). TER scores follow similar pat-
terns here as well. See Section 6 and Table 2 for
further discussion and examples.

1http://www.itl.nist.gov/iad/mig//tests/
mt/2008/doc/mt08_official_results_v0.html

2We used the paraphrases that were not filtered by syntac-
tic criteria, as available from http://www.cs.jhu.edu/

˜ccb/howto-extract-paraphrases.html



Table 2: English-Chinese translation examples on 29k-bitext models. Some translation differences are in bold. Hybrid
model correctly translates can; distrib. model mis-translates it as the month of May; it remains OOV for other models.

Augmentation of full size translation models:
Following reviewers’ concerns about applicability
to the full size model, we next report results with
a newer version of our techniques, using a larger
monolingual text of over 516M tokens, consisting
of the Gigaword documents from 2004 and 2008
(LDC2009T13), pre-processed slightly differently
(conflating numbers, dates, months, days of week,
and alphanumeric tokens to their respective classes).
These techniques have many parameters, and it is
impractical to conduct controlled experiments with
each parameter. We list the most important differ-
ences: a lower score threshold of 0.05, since we
observe that many low-score paraphrase candidates
still seem good, and are sometimes the only candi-
dates; a dynamic context length (the shortest non-
stoplisted left context L occurring less than 512
times in the corpus, and similarly for R); para-
phrasing OOV phrases up to 5 tokens in length (to
match the maximal length of available pivot para-
phrases); excluding paraphrase candidates occurring
less than 25 times (inspired by McDonald, 2000);
excluding “textually entailed” paraphrase candidates
whose words all appear in phr in the same order;
and a higher limit on k-best paraphrases, k = 100,
to compensate for the harsher candidate filtering.
The lower half of Table 1 shows the distributional
and hybrid models outperformed the baseline by up
to .6 and .9 BLEU points, respectively (except for
the 1+2-5gram-distrib model). Each hybrid model
almost always outperformed its distributional coun-
terpart as well. This is the first time distributional
and hybrid models are reported to yield gains over a
full size translation model (although not in TER).

6 Discussion and Future Work

We showed that augmenting translation models
with paraphrases that were generated with hybrid
semantic distance measures, yielded best improve-
ments in almost all cases, compared with baseline,
distributional and pivot-style paraphrases. We also
showed for the first time gains over full size base-
line model for both distributional and hybrid para-
phrases. Still, a natural next step for us would be
to use an even larger monolingual corpus and more
fine-grained or otherwise effective concepts/senses
and hybrid methods. Schroeder et al. (2009) recently
showed that the upper bound for gains by parahrase
augmentation (using human-generated paraphrases
in a lattice of the source language) is high, and has
not been not reached yet. We take their work as an-
other validation of this research direction.

Pivot-style paraphrasing methods rely on limited
resources (bitexts), and are subject to shifts in mean-
ing and inaccurate translation probability estimation
due to their inherent double translation step. A re-
lated potential problem is a probability mass “leak-
age”: if some pivot phrase is more polysemous, then
there might be more bad paraphrase candidates than
with a less polysemous phrase; even if the bad candi-
dates score low, they might result in varyingly lower
probability estimates for the better candidates, mak-
ing the paraphrase probability estimate less reliable.
It is unclear how to fairly compare the pivoting tech-
nique to ours. Should the monolingual and bilin-
gual training resources be equivalent in some sense?
Large bitexts are rare; EuroParl-based pivoting is
only applicable to European languages. Should the
lengths of the phrase or its paraphrase be limited to
the same range in both techniques? Should pivot-



ing paraphrases be threshold-filtered as the distribu-
tional and hybrid ones are? Should the number of
paraphrases per technique be similar? Perhaps each
technique should be presented in its best light. But
finding the best running parameters for each tech-
nique is not a simple matter either. Therefore, the
comparisons here should be regarded as a first stab
only, inviting further research.

The paraphrase quality remains an issue with this
method (as with all other paraphrasing methods).
Some possible ways of improving it, besides us-
ing larger corpora, are: using syntactic informa-
tion (Callison-Burch, 2008), improving the similar-
ity measure; using context to help sense disambigua-
tion (Erk and Padó, 2008); and optimizing the sim-
ilarity threshold for use in SMT, for example on a
held-out dataset: the higher the threshold the lower
the coverage, while the lower the threshold the lower
the paraphrases and translation quality. It remains to
be seen how these two opposite effects play out.

Fine-grained features almost always proved ad-
vantageous. Among the subset models, 1+2-
6grams-hybrid was the best hybrid performer, sig-
nificantly better than both the coarser 1-6grams-
hybrid, and the less informed 1grams-hybrid. Simi-
larly, 1+2-6grams-distrib was the best distributional
model. This pattern repeated for the 1+2-5grams-
pivot model, although its advantage over the coarse
1-5grams-pivot did not reach significance.

Note that there is a trade-off between finer granu-
larity and data sparseness. The longer the unknown
phrase, the fewer the generated paraphrases above
some similarity threshold. Therefore, separate fea-
tures for longer phrases are likely to be of low qual-
ity or marginal impact, while increasing runtime.

A further goal in the future would be to create
a distributional similarity-based, high-performance
SMT system (or hybrid-based system when pos-
sible), with reduced or even no dependency on
manually-aligned parallel texts. Such a system
would be especially beneficial to the “low-density”,
resource-poor languages, but has potential to benefit
all languages and language pairs.

Conclusions
We have shown that augmenting SMT models

with monolingually derived paraphrases, using hy-
brid (lexical resource / corpus-based) semantic dis-
tance measures, out-perfroms using distributional
and pivot paraphrases in almost all cases. Our

method has the advantage of not relying on parallel
or sense-annotated texts for paraphrase generation,
and therefore can exploit large amounts of mono-
lingual training data, for which creating bitexts of
equivalent size is generally unfeasible. Unlike the
distributional method, it also benefits from human
linguistic knowledge.
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