Meta-Evaluation of Automatic Evaluation Methods for Machine

Translation using Patent Translation Data in NTCIR-7

Hiroshi Echizen-ya
Hokkai-Gakuen University
S 26-Jo, W 11-Chome, Chuo-ku,
Sapporo, 064-0926 Japan
echi@eli.hokkai-s-u.ac.jp

Sayori Shimohata
Oki Electric Industry Co., Ltd.
1-16-8 Chuou Warabi-shi,
Saitama 335-8510, Japan

Masao Utiyama
National Institute of Information
and Communications Technology

3-5 Hikaridai, Seika-cho, Soraku-gun,
Kyoto 619-0289, Japan

Takehito Utsuro
University of Tsukuba
1-1-1, Tennodai, Tsukuba,
Ibaraki, 305-8573, Japan

Abstract

Herein, we describe meta-evaluation based
on various automatic evaluation methods
for machine translation using patent trans-
lation data in NTCIR-7. We investi-
gated the correlation between results oh-
tained using automatic evaluation meth-
ods and human judges by particularly ad-
dressing sentence-level evaluation because
the improvement of sentence-level evalu-
ation is important to realize high-quality
automatic evaluation that is equivalent
to that of human judges. Through this
meta-evaluation, we confirmed that some
automatic evaluation methods can yield
high correlation in sentence-level adequacy
(about 0.6). However, the correlation
of sentence-level fluency in the rule-based
machine translation systems was insuffi-
cient (less than 0.5). These results indicate
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that automatic evaluation methods using
grammatical knowledge must be developed
to improve sentence-level correlation.

1 Introduction

In the field of machine translation, various tasks
necessitate high-quality automatic evaluation
systems that can evaluate translation quality
quantitatively. A patent translation also re-
quires such systems. One automatic evaluation
method, BLEU (Papineni et al., 2002), is popu-
lar among various automatic evaluation meth-
ods because BLEU can yield high correlation
with human judgments for document-level eval-
uation (Coughlin, 2007). Nevertheless, BLEU is
inadequate for sentence-level evaluation. There-
fore, a great difference exists between the lan-
guage process used by BLEU and the language



process of humans. It is important to realize
high-quality automatic evaluation that is equiv-
alent to that of human judges by particularly ad-
dressing sentence-level evaluation. For sentence-
level evaluation, several approaches have been
proposed (Kluesza and Shieber, 2004; Gamon
et al., 2005; Mutton et al., 2007) in recent
years, but meta-evaluation based on various au-
tomatic evaluation methods has not been per-
formed sufficiently. Therefore, we performed a
meta-evaluation using various automatic eval-
uation methods with patent translation data
in NTCIR-7 (Fujii et al., 2008). Experimen-
tal results indicate that some automatic eval-
uation methods can achieve high correlation
of sentence-level adequacy (about 0.6). How-
ever, the correlation of sentence-level fluency in
rule-based machine translation systems remains
insufficient (under 0.5). Rule-based machine
translation often generates correct or erroneous
translation sentences that differ more from the
reference in the phrase sequence than sentences
obtained using statistical machine translation.
Therefore, realizing automatic evaluation meth-
ods that can use grammatical knowledge effec-
tively is important.

2 Automatic Evaluation Methods

For this meta-evaluation, we use the following
eight automatic evaluation methods:

1) Recursive acquisition of Intuitive comMon
PArts ConTinuum (IMPACT) (Echizen-ya
and Araki, 2007)

2) Recall-Oriented Understudy for Gisting
Evaluation (ROUGE-L) (Lin and Och,
2004)

3) Bilingual Evaluation Understudy
(BLEU) (Papineni et al., 2002)

4) National Institute of Standards and Tech-
nology (NIST) (NIST, 2002)

5) Word Number (WN)

6) Normalized Mean Grams, Word Number
(NMG_WN) (Ehara, 2007)

7) Metric for Evaluation of Translation with
Explicit ORdering (METEOR) (Banerjee
and Lavie., 2005)

8) Word Error Rate (WER) (Leusch et al.,
2003)

In method 3, BLEU used in this meta-
evaluation is improved to perform sentence-level
evaluation: the maximum N value, which exists
between the translation sentence and the refer-
ences, is used, not a fixed N value (e.g., N=4).
In method 5, WN is an automatic evaluation
method using the word number of the transla-
tion sentence as the score. It is based on the
presupposition that the quality of the transla-
tion is insufficient when the word number of the
translation sentence is large. The evaluation of
the translation sentence is high when the score
is low in WN: the coeflicient between the evalua-
tion of this method and that of human judges is
negative. In method 6, although NMG (Ehara,
2007) is based on n-gram, it counts words in
the longest word sequence matches between the
translation sentence and the references to eval-
uate fluency correctly. The following shows the
NMG_WN definition.

NMG_WN = NMG _REF + NMG_COR
—0.05 x WN (1)

In NMG_REF, the target language sentences
corresponding to the source language sentences
are referred. In NMG_COR, the large cor-
pus in the target language sentences is referred.
In method 7, the matching modules of ME-
TEOR used in this meta-evaluation are the ex-
act matching module, stemmed matching mod-
ule, and a WordNet based synonym-matching
module.

3 Experiments

3.1 Experimental Data

For this meta-evaluation, 14 machine translation
systems produced by 14 groups attending the
NTCIR-7 workshop were used. FEach machine
translation system translated 100 Japanese sen-
tences into 100 English sentences. Therefore,
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Table 1: Groups and types of machine translation systems.

Group tori —MgilgWI HIT2 | JAPIO KLE MIT | NAIST-NTT
Type SMT SMT SMT | RBMT SMT SMT SMT
Group | NiCT-ATR NTT TH | Kyoto-U | MIBEL | Moses tsbmt
Type SMT SMT SMT | EBMT SMT SMT RBMT
Table 2: Pearson’s correlation coefficient in the sentence-level adequacy.
. FDU NAIST | NiCT
tori MCandWI HIT2 JAPIO KLE MIT NTT _ATR
IMPACT | 0.7639 0.5276 0.4487 | 0.5980 | 0.5371 | 0.6371 | 0.6255 | 0.7249
ROUGE-L | 0.7597 0.4840 0.4264 | 0.6111 | 0.5229 | 0.6183 | 0.5927 | 0.7079
BLEU 0.6473 0.4469 0.2463 0.4230 | 0.4336 | 0.3727 | 0.4124 | 0.5340
NIST 0.5135 0.3380 0.2756 0.4142 | 0.3086 | 0.2553 | 0.2300 | 0.3628
WN 0.5003 0.2995 0.3122 0.4317 | 0.3684 | 0.4586 | 0.4886 | 0.4227
NMG-WN | 0.7010 0.4606 0.3432 0.6067 | 0.4719 | 0.5441 | 0.5885 | 0.5906
METEOR | 0.4509 0.3121 0.0892 0.3907 | 0.2781 | 0.3120 | 0.2744 | 0.3937
WER 0.7464 0.5405 0.4114 0.5519 | 0.5185 | 0.5461 | 0.5970 | 0.6902
NTT TH Kyoto-U | MIBEL | Moses | tshmt Avg.
IMPACT | 0.7007 0.5902 0.7125 0.5981 | 0.7621 | 0.5345 0.6258
ROUGE-L | 0.6834 0.5958 0.7042 0.5691 | 0.7480 | 0.5293 0.6109
BLEU 0.5188 0.3469 0.5884 0.3697 | 0.5459 | 0.4357 0.4515
NIST 0.4218 0.2622 0.4092 0.1721 | 0.3521 | 0.4769 0.3423
WN 0.5211 0.3560 0.4268 0.5558 | 0.5154 | 0.4565 0.4367
NMG-WN | 0.6658 0.4718 0.6068 0.6116 | 0.6770 | 0.5740 0.5653
METEOR | 0.3881 0.3058 0.4947 0.3127 | 0.2987 | 0.4162 0.3370
WER 0.6656 0.5341 0.6570 0.5740 | 0.7491 | 0.5301 0.5937

all automatic methods and human judges eval-
uated English translation sentences. Table 1
presents groups and types of machine transla-
tion systems.

As presented in Table 1, SMT, RBMT, and
EBMT respectively represent a statistical ma-
chine translation, a rule-based machine trans-
lation, and an example-based machine transla-
tion. Four English references by bilingual hu-
mans were used for each translated English sen-
tence to calculate the scores.

Three human judges evaluated all translation
sentences (1,400 = 100 x 14 MT systems). In
that case, the human judges scored all transla-
tion sentences from the perspective of fluency
and adequacy on a scale of 1-5. Moreover, we

used the median value in the results of three hu-
man judges as the final scores of 1-5.

3.2 Experimental Results

For this meta-evaluation, we calculated the re-
spective Pearson’s correlation and the Spear-
man’s rank correlation coefficients between the
scores of the automatic evaluation methods and
the scores of human judgments in sentence-level
adequacy and fluency. Table 2 shows the Pear-
son’s correlation coefficient for sentence-level ad-
equacy. Table 3 presents the Pearson’s correla-
tion coefficient for sentence-level fluency. Table
4 shows the Spearman’s rank correlation coeffi-
cient for sentence-level adequacy. Table 5 shows
the Spearman’s rank correlation coefficient for
sentence-level fluency. In Tables 2-5, the ab-
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Table 3: Pearson’s correlation coefficient in sentence-level fluency.

. FDU NAIST | NiCT
tori “MCandWI HIT2 JAPIO KLE MIT NTT _ATR
IMPACT | 0.5581 0.3621 0.3407 | 0.5821 | 0.4586 | 0.5768 | 0.4852 | 0.6896
ROUGE-L | 0.5551 0.3156 0.3056 | 0.5925 | 0.4391 | 0.5666 | 0.4475 | 0.6756
BLEU 0.4793 0.3142 0.0963 0.4488 | 0.3033 | 0.4690 | 0.3602 | 0.5272
NIST 0.4139 0.2091 0.0257 0.4987 | 0.1682 | 0.3923 | 0.2236 | 0.3749
WN 0.4730 0.3305 0.2974 0.3371 | 0.3923 | 0.3571 | 0.4450 | 0.3313
NMG-WN | 0.5782 0.3824 0.3090 0.5434 | 0.4680 | 0.5070 | 0.5234 | 0.5363
METEOR | 0.4050 0.1608 0.1405 0.4420 | 0.1825 | 0.4259 | 0.2336 | 0.4873
WER 0.5143 0.3485 0.3031 0.5220 | 0.4262 | 0.4936 | 0.4405 | 0.6351
NTT TH Kyoto-U | MIBEL | Moses | tsbmt Avg.
IMPACT | 0.5612 0.5458 0.6320 0.3492 | 0.6034 | 0.4166 0.5115
ROUGE-L | 0.5414 0.5360 0.6347 0.3231 | 0.5889 | 0.4127 0.4953
BLEU 0.5040 0.4225 0.5521 0.2134 | 04783 | 0.4078 0.3983
NIST 0.3682 0.2584 0.3811 0.1682 | 0.3116 | 0.4484 0.3030
WN 0.3839 0.3514 0.4248 0.4413 | 04772 | 0.2770 0.3799
NMG-WN | 0.5526 0.5138 0.5799 | 0.4509 | 0.6308 | 0.4124 0.4992
METEOR | 0.2511 0.3245 0.4153 0.1376 | 0.3351 | 0.2902 0.3022
WER 0.5492 0.5312 0.6421 | 0.3962 | 0.6228 | 0.4063 0.4879

solute values are used as the correlation coef-
ficients. Therefore, the correlation coefficients
between the scores of the automatic evaluation
method and the scores of human judgments are
high when the values in the tables are high. Bold
typeface signifies the maximum correlation coef-
ficients among eight automatic evaluation meth-
ods. In Tables 25, “Avg.” shows the aver-
age of the correlation coeflicients obtained by 14
machine translation systems in each automatic
evaluation method.

3.3 Discussion

Results of the meta-evaluation confirmed that
some automatic evaluation methods can yield
high correlation in sentence-level adequacy. In
“Avg.” presented in Tables 2 and 4, the corre-
lation coefficients of IMPACT, ROUGE-L and
NMG_WN are about 0.6. In Tables 2 and 4, the
values of average for “Avg.” by eight automatic
evaluation methods are, respectively, 0.4954 and
0.4804. However, in Tables 3 and 5, the average
values for “Avg.” by eight automatic evaluation
methods are, respectively, 0.4222 and 0.4047. In
Pearson’s correlation coefficient, eight “Avg.” of

sentence-level fluency in Table 3 are lower than
the eight “Avg.” of sentence-level adequacy in
Table 2. In Spearman’s rank correlation coeffi-
cient, eight “Avg.” of sentence-level fluency in
Table 5 are lower than eight “Avg.” of sentence-
level adequacy in Table 4, as they were for Pear-
son’s correlation coefficient. These results show
that the correlation in sentence-level fluency is
quite lower than the correlation in sentence-level
adequacy.

Moreover, we respectively investigated the
correlation coefficients of SMT (i.e., tori, FDU-
MC and WI, HIT2, KLE, MIT, NAIST-NTT,
NiCT-ATR, NTT, TH, MIBEL and Moses), and
RBMT (i.e., JAPIO and tsbmt). In use of the
automatic evaluation methods, the evaluation
for sentences translated by RBMT is known to
be inadequate compared with that for the sen-
tences translated using SMT. Table 6 portrays
the Pearson’s correlation coeflicient of SMT and
RBMT. Table 7 presents the Spearman’s rank
correlation coefficient of SMT and RBMT. In
that case, we calculated the correlation coeffi-
cient between the scores of the automatic eval-
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Table 4: Spearman’s rank correlation coefficient in sentence-level adequacy.

. FDU NAIST | NiCT
tori “MCandWI HIT2 JAPIO KLE MIT NTT _ATR
IMPACT | 0.7336 0.4604 0.4881 | 0.5992 | 0.4741 | 0.6382 | 0.5841 | 0.6409
ROUGE-L | 0.7304 0.4327 0.4822 | 0.6092 | 0.4572 | 0.6135 | 0.5365 | 0.6368
BLEU 0.5525 0.4557 0.2206 0.4327 | 0.3449 | 0.3230 | 0.2805 | 0.4375
NIST 0.5032 0.3363 0.2438 0.4218 | 0.2489 | 0.2342 | 0.1534 | 0.3529
WN 0.5586 0.3224 0.3821 0.3178 | 0.3843 | 0.4847 | 0.5106 | 0.5009
NMG-WN | 0.7541 0.4758 0.3829 0.5579 | 0.4472 | 0.5560 | 0.5828 | 0.6263
METEOR | 0.4409 0.2689 0.1509 0.4018 | 0.2580 | 0.3085 | 0.1991 | 0.4115
WER 0.6566 0.4966 0.4147 0.5478 | 0.4272 | 0.5524 | 0.4884 | 0.5539
NTT TH Kyoto-U | MIBEL | Moses | tsbmt Avg.
IMPACT | 0.6703 0.5627 0.7067 | 0.5617 | 0.7411 | 0.5583 0.6014
ROUGE-L | 0.6603 0.5732 0.6983 0.5340 | 0.7280 | 0.5281 0.5872
BLEU 0.4571 0.2813 0.5827 0.3220 | 0.4987 | 0.4302 0.4014
NIST 0.4255 0.3095 0.4424 0.1313 | 0.2950 | 0.4785 0.3269
WN 0.5584 0.3698 0.4162 0.6290 | 0.5504 | 0.3966 0.4558
NMG-WN | 0.6863 0.5013 0.6524 | 0.6412 | 0.7015 | 0.5728 0.5813
METEOR | 0.4242 0.3714 0.4776 0.3335 | 0.2861 | 0.4455 0.3413
WER 0.6234 0.4322 0.6480 0.5463 | 0.7131 | 0.5684 0.5478

uation methods and the scores of human judg-
ments using the sentences translated by SMT
(1,100 = 100 x 11 SMT systems) and the sen-
tences translated by RBMT (200 = 100 x 2
RBMT systems), respectively. In “Avg.” of
Tables 6 and 7, we confirmed that the correla-
tion coefficients in RBMT are lower than those
in SMT. Especially, the correlation of sentence-
level fluency in RBMT is insufficient (about
0.44).

Table 8 presents examples of sentence-level
fluency in RBMT. For Table &8 we selected
the scores of IMPACT and NMG_WN because
they indicated the highest correlation coeffi-
cients among eight automatic evaluation meth-
ods. In IMPACT and NMG_WN, the evalua-
tion for translation sentences is high when their
scores are high. Example No. 1 in Table 8 is an
example for which the scores of IMPACT and
NMG_WN are low, but for which the score of
human judgment is high. In such a case, the dif-
ference between the scores of the automatic eval-
uation methods and the scores of human judg-
ment depend on the conjugated forms and the

ambiguous words (e.g. “percentage” and “ra-
tio” in example No. 1). Example No. 2 of Ta-
ble 8 shows the example for which the scores
of IMPACT and NMG_WN are high, although
the score of human judgment is low because it is
difficult for automatic evaluation methods to de-
termine whether the translation sentence corre-
sponds grammatically to the references. In par-
ticular, RBMT generates correct or erroneous
translation sentences that differ from references
in the phrase sequence. Therefore, automatic
evaluation methods that can use grammatical
knowledge effectively are necessary for sentence-
level evaluation.

Patent translation involves the processing of
many long sentences. Therefore, it is diffi-
cult to obtain higher correlation coefficient of
sentence-level fluency in the patent transla-
tion. In evaluation experiments using news ar-
ticles, 0.4552 and 0.5246 were obtained as Pear-
son’s correlation coeflicients for the sentence-
level adequacy and fluency respectively when
IMPACT was used as the automatic evalua-
tion method (Echizen-ya and Araki, 2007): in
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Table 5: Spearman’s rank correlation coefficient in sentence-level fluency.

. FDU NAIST | NiCT
tori “MCandWI HIT2 JAPIO KLE MIT NTT _ATR
IMPACT | 0.5481 0.3419 0.3285 0.5572 | 0.3976 | 0.5960 | 0.4317 | 0.6334
ROUGE-L | 0.5470 0.3087 0.3041 | 0.5646 | 0.3661 | 0.5638 | 0.3879 | 0.6255
BLEU 0.4157 0.3472 0.0559 0.4286 | 0.2018 | 0.4475 | 0.2569 | 0.4909
NIST 0.4209 0.2456 0.0185 0.4559 | 0.1093 | 0.3186 | 0.1898 | 0.3634
WN 0.4645 0.3051 0.3224 0.3058 | 0.3993 | 0.3421 | 0.4653 | 0.3503
NMG-WN | 0.5569 0.3726 0.3461 | 0.5381 | 0.4300 | 0.5052 | 0.5264 | 0.5328
METEOR | 0.4608 0.1533 0.1429 0.4438 | 0.1783 | 0.4073 | 0.1596 | 0.4821
WER 0.4469 0.2889 0.2395 0.5087 | 0.3292 | 0.4995 | 0.3482 | 0.5637
NTT TH Kyoto-U | MIBEL | Moses | tsbmt Avg.
IMPACT | 0.5471 0.4635 0.6454 0.3222 | 0.6319 | 0.4358 0.4915
ROUGE-L | 0.5246 0.4579 0.6428 0.2949 | 0.6159 | 0.3928 0.4712
BLEU 0.4882 0.3497 0.5419 0.1407 | 04740 | 0.4176 0.3612
NIST 0.4150 0.2521 0.4193 0.0889 | 0.3006 | 0.4752 0.2909
WN 0.3519 0.3284 0.3819 | 0.4783 | 0.4610 | 0.2902 0.3747
NMG-WN | 0.5684 0.4935 0.5850 0.4451 | 0.6502 | 0.4387 0.4992
METEOR | 0.2911 0.3176 0.4267 0.1735 | 0.3264 | 0.3512 0.3034
WER 0.5320 0.3958 0.6505 | 0.3828 | 0.6501 | 0.4003 0.4454

sentence-level adequacy, the correlation coeffi-
cient of IMPACT using the patent translation
(0.6258 in Table 2) is higher than that using the
news articles (0.4552). However, for sentence-
level fluency, the correlation coefficient of IM-
PACT using the patent translation (0.5115 in
Table 3) is lower than that using the news ar-
ticles (0.5246). These results indicate that the
correlation coefficient of sentence-level fluency
in the patent translation is insufficient. Con-
sequently, it is important to realize automatic
evaluation methods that can deal efficiently with
grammatical knowledge.

4 Conclusion

As described herein, we explained meta-
evaluation based on various automatic evalu-
ation methods for machine translation using
patent translation data in NTCIR-7. The ex-
perimental results indicate that some automatic
evaluation methods can achieve a high correla-
tion of sentence-level adequacy. However, the
correlation of sentence-level fluency in RBMT is
insufficient in particular.

Future studies will develop an automatic eval-
uation method that can use grammatical knowl-
edge efficiently to improve the correlation of
sentence-level fluency in RBMT.
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