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Abstract 

The way of mining comparable corpora and 

the strategy of dictionary extraction are two 

essential elements of bilingual dictionary ex-

traction from comparable corpora. This paper 

first proposes a method, which uses the inter-

language link in Wikipedia, to build compara-

ble corpora. The large scale of Wikipedia en-

sures the quantity of collected comparable 

corpora. Besides, because the inter-language 

link is created by article author, the quality of 

collected corpora can also be guaranteed. Af-

ter that, this paper presents an approach, 

which combines context heterogeneity simi-

larity and dependency heterogeneity similarity, 

to extract bilingual dictionary from the col-

lected comparable corpora. Experimental re-

sults show that because of combining the 

advantages of context heterogeneity similarity 

and dependency heterogeneity similarity ap-

propriately, the proposed approach outper-

forms both the two individual approaches. 

1 Introduction 

Bilingual dictionary is a crucial part not only for 

machine translation (Och and Ney, 2003), but also 

for other natural language processing applications 

such as cross-language information retrieval (Gre-

fenstette, 1998). At first, researchers constructed 

bilingual dictionary from parallel corpora. For ex-

ample, Wu (1994) extracted English-Chinese trans-

lation lexicon through statistical training on a large 

parallel corpus. But for some languages, collecting 

parallel corpora is not easy. Thus, utilizing compa-

rable corpora, in which texts are not translation of 

each other but share similar concepts, to extract 

bilingual dictionary has drawn more and more at-

tention recently (Fung, 2000; Chiao and Zwei-

genbaum, 2002; Daille and Morin, 2005; Robitaille 

et al., 2006; Morin et al., 2007; Otero, 2008; Sara-

legi et al., 2008). 

There are two popular strategies for constructing 

bilingual dictionary from comparable corpora: con-

text-based strategy and syntax-based strategy.  

Context-based strategy is based on the observa-

tion that a term and its translation appear in similar 

lexical contexts (Daille and Morin, 2008). This 

strategy has shown its effectiveness in terminology 

extraction (Fung, 2000; Chiao and Zweigenbaum, 

2002; Daille and Morin, 2005; Robitaille et al., 

2006; Morin et al., 2007; Daille and Morin, 2008; 

Saralegi et al., 2008). But there exists one problem 

that some words coming from the same domain 

may appear in similar contexts even if they are not 

translation of each other (Yu and Tsujii, 2009). 

Besides of using window-based contexts, there 

were also some works utilizing syntax for bilingual 

dictionary extraction (Tanaka, 2002; Otero, 2007; 

Otero, 2008; Yu and Tsujii, 2009). In these works, 

syntactic contexts of words were acquired through 

hand-made templates or automatic analyzers. This 

strategy enlarges the lexical information used for 

word similarity calculation from a restricted win-

dow to the entire sentence. In addition, the usage 

of syntactic contexts brings richer information to 

dictionary extraction than using window-based 

contexts. While, this strategy requires larger cor-

pora for correct dictionary extraction compared 

with the context-based strategy. 

Besides, no matter of using which strategy, a 

large comparable corpus is an indispensable part in 

bilingual dictionary extraction from comparable 

corpora. It has been demonstrated that not only the 

quantity but also the quality of comparable corpora 



are important for bilingual dictionary construction 

(Morin, 2007). Mining the web to build compara-

ble corpora was the most popular way for corpus 

acquisition. Most of them used the web sites that 

provide more than one language version for com-

parable corpora collection (Chiao and Zwei-

genbaum, 2002; Morin et al., 2007; Robitaille et al., 

2006; Daille and Morin, 2008; Saralegi et al., 

2008). But the quality of collected corpora cannot 

be guaranteed sometimes. Some researchers ac-

quired comparable corpora from multi-lingual 

journals (Daille and Morin, 2005). The collected 

corpora are more reliable but restricted in a spe-

cific domain. 

Based on above backgrounds, this paper first 

proposes using Wikipedia as a resource to mine 

large-scale and robust comparable corpora. Then, 

through investigating the context-based strategy 

and the syntax-based strategy, it presents a new 

approach combining the advantage of the two 

strategies properly for bilingual dictionary extrac-

tion from the collected comparable corpora. We 

did experiments to validate the effectiveness of the 

proposed bilingual dictionary extraction approach. 

Results show that compared with the approaches 

based on context heterogeneity similarity or de-

pendency heterogeneity similarity alone, the pro-

posed approach improves the performance of 

dictionary extraction. 

The left part of this paper is organized as fol-

lows: Section 2 shows how to mine comparable 

corpora from Wikipedia; Section 3 introduces the 

proposed approach for bilingual dictionary extrac-

tion in detail; Experimental results and discussion 

are listed in Section 4; Section 5 compared the pro-

posed work with related works; finally, Section 6 

draws a brief conclusion and gives the direction of 

future work. 

2 Mining Comparable Corpora from 

Wikipedia  

As a rich and free resource, Wikipedia contains 

very large amount of articles written in different 

languages and various types of link information 

showing the relations between articles. It has been 

used as external resource in many natural language 

processing tasks successfully (Buscaldi and Rosso, 

2006; Mihalcea, 2007; Nakayama et al., 2007). 

Among the link information in Wikipedia, the 

inter-language link, which is created by article au-

thors, connects large amount of articles that de-

scribe the same term but are written in different 

languages. For example, Erdmann et al. (2008) 

showed that in the English and Japanese Wikipedia 

database dump data
1

 from November/December 

2006 with 3,068,118 English articles and 455,524 

Japanese articles, there are 103,374 inter-language 

links from English to Japanese and 108,086 inter-

language links from Japanese to English. It has 

been demonstrated that these inter-language links 

are useful resources for bilingual dictionary con-

struction (Erdmann et al., 2008). However, only 

the titles of the linked articles were used as transla-

tions of each other to construct bilingual dictionary 

in previous work (Erdmann et al., 2008). Besides 

of article titles, there still exists large amount of 

information that could be used for dictionary con-

struction, such as the text inside the linked articles. 

After analysis, we find although the linked articles 

do not always contain the exact contents, they still 

share large amount of common contents. For ex-

ample, Figure 1 shows part of the two articles from 

English and Chinese Wikipedia that describe the 

same term ‘computer’. The listed texts contain the 

same content about the general introduction and 

the history of ‘computer’. 

Based on above analysis, we propose to use in-

ter-language link to collect Chinese-English com-

parable corpora from Wikipedia. All the articles 

connected by inter-language links are extracted. 

Following are the detailed steps: 

Step1: downloading Chinese and English 

Wikipedia database dump data (June/July 2008) 

from http://download.wikimedia.org. 

Step2: extracting English articles that have Chi-

nese inter-language link, then extract the linked 

Chinese articles. 

Step3: to ensure the comparability of extracted 

articles, only keeping the paragraphs in the front 

part of each article that describes the general in-

formation. For example, in both the English and 

the Chinese articles shown in Figure 1, the last two 

paragraphs describing ‘history of computing’ are 

discarded.  

Step4: cleaning extracted articles by removing 

super-links and unrelated words (e.g. ‘Contents 

(show)’ in the English article of Figure 1). 

                                                           
1http://download.wikimedia.org 



Through these steps, we get Chinese-English 

comparable corpora with 124,316 article pairs, in 

which there exist 1,132,492 English sentences and 

665,789 Chinese sentences. It is clear that the large 

scale of Wikipedia ensures the quantity of col-

lected comparable corpora. Besides, because the 

inter-language links are created by article authors, 

the quality of collected corpora can also be guaran-

teed. 

 

 
Figure 1. Part of the articles describing ‘computer’ in both English and Chinese Wikipedia.

3 Extracting Bilingual Dictionary with 

Context Heterogeneity and Dependency 

Heterogeneity  

3.1 Comparison between Context Heteroge-

neity and Dependency Heterogeneity 

Fung (1995) proposed using context heterogeneity 

similarity for bilingual dictionary extraction from 

comparable corpora in a specific domain. It is 



based on the assumption that the context heteroge-

neity of a given domain-specific word is more 

similar to that of its translation in another language 

than that of an unrelated word in the other lan-

guage (Fung, 1995). The author demonstrated that 

this feature is more salient than the feature that 

concerned the occurrence frequencies of words 

(Fung, 1995).  

Through the investigation that some words from 

the same domain may appear in similar context 

even if they are not translation of each other, we 

presented a new feature called as dependency het-

erogeneity similarity (Yu and Tsujii, 2009). This 

feature assumes that a word and its translation 

share similar modifiers and head in comparable 

corpora. By using dependency heterogeneity simi-

larity, bilingual dictionary from any domains could 

be extracted successfully.   

Table 1. Results of bilingual dictionary extraction 

 Accuracy MMR 

Context Heterogeneity 0.168 0.064 

Dependency Heterogeneity 
0.252 

(↑50%) 

0.119 

(↑86%) 

Both context heterogeneity similarity and de-

pendency heterogeneity similarity have their own 

strong points. We did some experiments to do de-

tailed comparison between the two features. We 

randomly selected 250 word translation pairs from 

the title of Wikipedia pages collected in Section 2, 

and used them as test data to evaluate both Fung 

(1995)’s work and our previous work (Yu and Tsu-

jii, 2009). Two metrics were evaluated, which are 

accuracy (see equation 1) and MMR (Voorhees, 

1999) (see equation 2). Accuracy shows the ability 

of selecting correct translation candidates. MMR 

shows the ability of precisely ranking the selected 

translation candidates. Table 1 lists the result of 

Top5 ranking. It shows the approach of using de-

pendency heterogeneity similarity outperformed 

the approach of using context heterogeneity simi-

larity. But the increase of MMR was 86% and the 

increase of accuracy was 50%. From this result, 

we could draw a conclusion that compared with 

context heterogeneity similarity dependency het-

erogeneity similarity has more potential to success-

fully rank the selected translation.  
Accuracy = ti

i=1

N

∑ N  (1) 

ti =
1, if there exists correct translation in top n ranking

0, otherwise

 
 
 

 

  N means the total number of words for evaluation 

MMR =
1

N

1

rankii=1

N

∑ ,     ranki =
ri,  if ri < n

0, otherwise

 
 
 

 (2) 

  n means top n evaluation 

  ri means the rank of correct translation in top n ranking 

 N means the total number of words for evaluation 

3.2 Combining Context Heterogeneity and 

Dependency Heterogeneity for Bilingual 

Dictionary Extraction 

Based on above analysis, we propose a new ap-

proach that combines the merits of context hetero-

geneity similarity and dependency heterogeneity 

similarity properly. We utilize context heterogene-

ity similarity to select translation candidates and 

apply dependency heterogeneity similarity in can-

didate ranking. The proposed approach is fulfilled 

in the following steps: 

Step1 (context heterogeneity vector learning): 

learning context heterogeneity vectors of word W 

in source language and all the words in target lan-

guage;  

Step2 (candidate selection): selecting m transla-

tion candidates for W from the words in target lan-

guage by calculating the similarity of context 

heterogeneity vectors learned in Step1;  

Step3 (dependency heterogeneity vector learn-

ing): learning dependency heterogeneity vectors of 

W and the m selected translation candidates;  

Step4 (candidate ranking): ranking the m trans-

lation candidates for W using the similarity of de-

pendency heterogeneity vectors learned in Step3. 

The context heterogeneity vector of a word W is 

defined in equation 3. It contains two elements, 

which represent the heterogeneity of the word ap-

pearing in the left or right of W. The dependency 

heterogeneity vector of word W is defined in equa-

tion 4. It includes four elements. Each of them 

shows the heterogeneity of a type of dependency 

relation related with W. The types of dependency 

relations ‘NMOD’ (noun modifier), ‘SUB’ (sub-

ject), and ‘OBJ’ (object) are acquired from a syn-

tactic analyzer. 

             (HLeft ,HRight )  (3) 

HLeft (W ) =
number of different words appearing in the left of W

total number of words appearing in the left of W

 



HRight (W ) =
number of different words appearing in the right of W

total number of words appearing in the right of W

 

        (HNMODHead ,HSUBHead ,HOBJHead ,HNMODMod )  (4) 

HNMODHead (W ) =
number of different heads of W with NMOD  label

total number of heads of W with NMOD  label

 

HSUBHead (W ) =
number of different heads of W with SUB label

total number of heads of W with SUB label

 

HOBJHead (W ) =
number of different heads of W with OBJ label

total number of heads of W with OBJ label

 

HNMODMod (W ) =
number of different modifiers of W with NMOD label

total number of modifiers of W with NMOD label

 

Euclidean distance is used to calculate both the 

similarity between context heterogeneity vectors of 

Ws in source language and Wt in target language 

(see equation 5) and the similarity between de-

pendency heterogeneity vectors of Ws and Wt (see 

equation 5). 

DContext (Ws,W t ) = DLeft

2
+ DRight

2  (5) 

                   DLeft = HLeft(Ws) − HLeft(Wt )  

                   DRight = HRight (W s) − HRight (W t )   

DDependency (W s,W t ) = DNMODHead

2
+ DSUBHead

2
+ DOBJHead

2
+ DNMODMod

2  

 (6) 

             DNMODHead = HNMODHead(Ws) − HNMODHead(Wt )  

             DSUBHead = H SUBHead (W s) − HSUBHead (W t )   

             DOBJHead = HOBJHead(Ws) − HOBJHead(Wt )  

             DNMODMod = HNMODMod (Ws) − HNMODMod (W t )  

Before extracting bilingual dictionary by the 

proposed approach, we need to preprocess the col-

lected comparable corpora, which includes: (1) a 

stemmer
2
 is used to do stemming for the English 

corpus. To avoid excessive stemming, we use 

stems only for translation candidates because we 

only consider about dictionary extraction for nouns 

currently. (2) stop words are removed. For English, 

we use the stop word list from (Fung, 1995). For 

Chinese, we remove ‘的 (of)’ as stop word. (3) we 

remove the sentences with more than k (set as 30 

empirically) words from both English corpus and 

Chinese corpus, in order to reduce the effect of 

parsing error on dictionary extraction. After pre-

processing, we use a Chinese morphological ana-

lyzer (Nakagawa and Uchimoto, 2007) and an 

English pos-tagger (Tsuruoka et al., 2005) to ana-

lyze the raw corpora. Then, a syntactic analyzer 
                                                           
2http://search.cpan.org/~snowhare/Lingua-Stem-0.83/   

MaltParser (Nivre et al., 2007) is applied to get 

dependency relations. 

4 Results and Discussion  

4.1 Experimental Setting 

The comparable corpora mined in Section 2 are 

used for context heterogeneity vector and depend-

ency heterogeneity vector learning. We did two 

experiments using different data sets.  

• exp1: this experiment uses 500 Chinese-

English single-noun pairs that are randomly se-

lected from the aligned titles of the collected pages. 

We divide them into 10 folders. 5 folders are for 

testing and the other 5 folders are for development.  

• exp2: because the data from Wikipedia 

page titles used in exp1 could be more likely to 

have a translation in the corresponding article than 

the non-title words, only using exp1 may not prove 

the effectiveness of the proposed approach in real 

bilingual dictionary extraction. Therefore we did 

another experiment, which uses 150 Chinese-

English single-noun pairs that are randomly se-

lected from the Chinese-English translation lexicon 

from LDC
3
 as testing data. We also divide them 

into 3 folders, with each folder containing 50 trans-

lation pairs.  

We evaluated three approaches in all the ex-

periments, which are: 

- context: only using context heterogeneity simi-

larity for both translation candidate selection 

(step2) and ranking (step4); 

- dep: only using dependency heterogeneity 

similarity for both translation candidate selection 

(step2) and ranking (step4); 
- proposed: the proposed approach. 

Accuracy (see equation 1) and MMR (see equa-

tion 2) are used as evaluation metrics in both the 

two experiments. The average scores of both accu-

racy and MMR among folders are also calculated. 

In all the experiments, the number of selected 

candidates m (See Section 3.2) in step2 was set as 

20 (see Section 4.3 for detailed explanation). 

                                                           
3http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogI

d=LDC2002L27 



4.2 Results of Experiment 1 

Table 2 lists the average evaluation results with 

Top5 ranking on testing data. These results prove 

that because combining context heterogeneity 

similarity and dependency heterogeneity similarity 

appropriately, the proposed approach outper-

formed the context approach and the dep approach. 

In addition, compared with the result of the context 

approach, the increase of Ave.MMR by the pro-

posed approach was much larger than the increase 

of Ave.Accuracy. It demonstrated again that the 

usage of dependency heterogeneity similarity in 

the proposed approach gave great help to candidate 

ranking.  

Table 2. Average results with Top5 ranking on testing 

data of exp1. 

 Ave.Accuracy Ave.MMR 

context  0.152 0.053 

dep  0.216 0.112 

proposed 

0.228 

(↑50.0%: context) 

(↑5.6%: dep) 

0.125 

(↑135.8%: context) 

(↑11.6%: dep) 

4.3 Results of Experiment 2 

The evaluation results of exp2 are shown in Table 

3. It indicates that when testing on the data from a 

real bilingual dictionary, the proposed approach 

still outperformed the context approach and the dep 

approach. 

Table 3. Average results with Top5 ranking on testing 

data of exp2. 

 Ave.Accuracy Ave.MMR 

context  0.167 0.078 

dep  0.140 0.079 

proposed 0.193 0.097 

While, compared with the context approach, the 

dep approach got lower average accuracy but a 

little higher average MMR. One possible reason is 

the occurrence time of the translation candidates in 

the comparable corpora. In our previous work (Yu 

and Tsujii, 2009), we indicated that the depend-

ency heterogeneity similarity was easily affected 

by the occurrence time of the translation candi-

dates. And our analysis shows that among the 150 

Chinese-English translation pairs in the testing data, 

there were 81 Chinese words that only appeared in 

the corpora less than 50 times. But this problem 

was well solved by combining the context hetero-

geneity similarity with the dependency heterogene-

ity similarity in the proposed approach.  

4.4 Discussion 

In the proposed approach, the number of transla-

tion candidates selected by context heterogeneity 

similarity (i.e. m) affects the performance of dic-

tionary extraction. This parameter was set as 20 in 

our experiments. This setting was based on the 

learning curve on the development data (see Figure 

2). In Figure 2, there were two peaks (when m=20 

and m=40) in the curve of AVE.Accu on develop-

ment data, but the best Ave.MMR was obtained 

when m was 20. Considering about that better 

ranking of extracted dictionary entries is more im-

portant in real application, the setting m=20 was 

selected in our experiments.  

In addition, for Top5 ranking, m=50 means only 

using dependency heterogeneity similarity for dic-

tionary extraction and m=5 means only using con-

text heterogeneity similarity. In Figure 2, 

compared with the results when m was set as 5, the 

Ave.Accuracy was improved greatly when m was 

set as 50 on testing data. This result demonstrates 

that dependency heterogeneity similarity not only 

performs better than context heterogeneity similar-

ity in translation candidate ranking, but also con-

tributed more in translation candidate selection. 

 

Figure 2. Performance of bilingual dictionary extraction 

(Top5) with different m (horizontal axis) 

We also evaluated the three approaches using 

translation pairs with different occurrence times, in 

order to see the effect of word occurrence on con-

text heterogeneity similarity and dependency het-

erogeneity similarity. Table 4 and Table 5 list the 

results. These results first show that no matter how 

many times the translation pairs appear in the 



comparable corpora, combining context heteroge-

neity similarity and dependency heterogeneity 

similarity through the proposed approach achieved 

the best performance. They also show that when 

the words appeared frequently (occur>50), the im-

provement of performance (especially Ave.MMR) 

was much larger than the improvement when the 

occurrence of words was small (occur<=50). These 

phenomena imply that the quantity of comparable 

corpora has large effect on dependency heteroge-

neity similarity.  

Table 4. Average accuracy with Top5 ranking on differ-

ent testing data of exp1. 

 occur <= 50 occur > 50 

context  0.112 0.156 

dep  0.124 0.180 

proposed 0.148 (↑32.1%) 0.228 (↑46.2%) 

Table 5. Average MMR with Top5 ranking on different 

testing data of exp1. 

 occur <= 50 occur > 50 

context  0.053 0.061 

dependency  0.059 0.098 

proposed 0.077 (↑45.3) 0.125 (↑104.9%) 

5 Related Work  

Previous work about bilingual dictionary extrac-

tion from comparable corpora mainly focused on 

using context similarity. Fung (1995) utilized con-

text heterogeneity similarity to compile English-

Chinese dictionary. Other researchers (Fung, 2000; 

Chiao and Zweigenbaum, 2002; Daille and Morin, 

2005; Robitaille et al., 2006; Morin et al., 2007; 

Daille and Morin, 2008; Saralegi et al., 2008) ex-

tracted bilingual dictionaries by comparing the 

similarity between the context vectors of words in 

both source and target languages with the aid of an 

external dictionary. Compared with these works, 

the proposed approach only used context heteroge-

neity similarity to select translation candidates, but 

applied dependency heterogeneity similarity in 

translation candidate ranking.  

Other researchers introduced syntactic similarity 

to bilingual dictionary extraction from comparable 

corpora (Tanaka, 2002; Otero, 2007; Otero, 2008; 

Yu and Tsujii, 2009). Similar to these approaches, 

the proposed approach utilized rich syntactic in-

formation for translation candidate ranking. The 

main difference between them is the combination 

of context heterogeneity similarity for candidate 

selection in the proposed approach. 

In addition, this paper presented an effective 

method to build comparable corpora from Wikipe-

dia by using inter-language links. Previous work 

about using Wikipedia in bilingual dictionary ex-

traction (Erdmann et al., 2008) only concerned 

about the title of pages collected by inter-language 

links. But in the proposed corpus mining method, 

the content of collected pages are also processed to 

acquire robust and large-scale comparable corpora.  

6 Conclusion and Future Work  

Extracting bilingual dictionary from comparable 

corpora has drawn great attention in recent years, 

in which how to collect comparable corpora and 

how to extract bilingual dictionary are two essen-

tial problems. In this paper, a new method for min-

ing comparable corpora from Wikipedia by using 

the inter-language link is introduced first. Through 

this method, robust and large-scale comparable 

corpora could be collected. Then, this paper pre-

sents an approach combining both context hetero-

geneity similarity and dependency heterogeneity 

similarity for bilingual dictionary extraction from 

the collected comparable corpora. The experimen-

tal results show that by combining the advantages 

of context heterogeneity similarity and dependency 

heterogeneity similarity properly, the proposed 

approach outperformed the approaches that use the 

two features alone. 

There are still several future works under con-

sideration. Currently, the proposed bilingual dic-

tionary extraction approach was only tested on 

single-words. In the future, we will extend it to 

extracting bilingual dictionary for multi-words. 

Besides, the experimental results prove that the 

usage of syntactic information performs better than 

lexical context in both translation candidate selec-

tion and candidate ranking. In our future work, we 

would like to try richer features, such as semantic 

information, to see their effects on dictionary ex-

traction. Finally, although the experimental results 

have proven the effectiveness of the proposed ap-

proach, the accuracy of bilingual dictionary extrac-

tion is still low. In the current work, we combine 

the context heterogeneity similarity and depend-

ency heterogeneity similarity simply. In the future, 

we will apply some machine learning methods in 



combination to improve the dictionary accuracy 

further. 
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