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Abstract

Similar to phrase-based machine translation, hier-
archical systems produce a large proportion of phrases,
most of which are supposedly junk and useless for the
actual translation. For the hierarchical case, however,
the amount of extracted rules is an order of magni-
tude bigger. In this paper, we investigate several soft
constraints in the extraction of hierarchical phrases and
whether these help as additional scores in the decoding
to prune unneeded phrases. We show the methods that
help best.

1. Introduction

Translation based on word groups (so called phrases)
has proven to be an effective approach to statistical ma-
chine translation, and a great improvement over the ini-
tial word-based approaches first presented in the semi-
nal IBM paper [1]. However these models are still lim-
ited. They do not consider long range dependencies, as
the phrases must be contiguous both in the source and
the target language, and the reordering of the phrases
is not directly modelled and is normally applied in a
heuristic way.

The hierarchical phrase based translation model [2]
addresses these issues by allowing “gaps” in the
phrases. In this way the reorderings are integrated in the
translation process, and non-contiguous word groups
can be translated in a consistent way.

In this work we explore various refinements to the
phrase extraction algorithm and the effect on the fi-
nal translation quality. Additionally, we add syntax in-
formation to the extracted phrases, computing features
which measure how well the extracted phrases corre-
spond to linguistic structures. Since the hierarchical
phrase extraction process allows for a high number of
phrases, most of them of dubious quality for the trans-
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lation, we expect this approach to be useful as an addi-
tional knowledge source for the decoding process.

The advantages of our approach in comparison to
other recent syntax-based approaches is on the one hand
its simplicity and thus flexibility, which allows it also
to be integrated with standard phrase-based approaches,
and on the other hand the possibility to use syntax in-
formation both on the source and target languages.

Results on the recent IWSLT 2008 evaluation are
reported, where our hierarchical system resulted in
improvements over our state-of-the-art phrase-based
translation system. The paper is organized as follows:
in Section 2 we analyze related work on the same area.
In Section 3 we describe our baseline system. Section 4
and Section 5 constitute the main contribution in terms
of refinements to the extraction process and including
syntax information. Section 6 presents experimental re-
sults, which are analyzed in Section 7. Section 8 con-
cludes the paper.

2. Related Work

The hierarchical phrase based approach was first pre-
sented by David Chiang in [3] and further detailed
in [2]. Already in [3], Chiang proposes the use of syn-
tactic information together with his new hierarchical ap-
proach, but without success.

Some recent publications have shown that the use
of syntax for translation achieves significant improve-
ments. One prominent example are the works by the ISI
group (e.g. [4, 5]). These works go apart from the stan-
dard phrase-based approach by defining new translation
units and extraction procedures, but they try to still keep
the advantages of phrase-based translation [6].

There have also been some previous efforts in com-
bining syntactic information together with a hierarchi-
cal phrase-based approach, see for example Zollmann
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X~ HAS X~ #1ts the X~ in the X ™0
B X~ —2 X~ # Jike to X~° some X ™! too

Figure 1: Example of hierarchical rules.

et al. [7] or more recently Marton et al. [8].

Our work differs from the above mentioned mainly
in that we extract the syntactic information already at
the training phrase, and it gets integrated in the search
process as an additional model in the base log-linear
combination that underlies most state-of-the-art statis-
tical machine translation systems. Therefore, no modi-
fication of the search algorithms is needed and we can
also make use of syntactic information for both lan-
guages, source and target (see also Section 5). Most
of the previous work limit themselves only to the target
language side, as the correspondences between the syn-
tactic structures of both languages are hard to define.

3. Hierarchical Phrase Based Translation

The baseline system we use is an in-house implemen-
tation of a hierarchical phrase-based system, similar to
the one presented in [2]. This approach can be seen
as an extension of the phrase-based approach [9, 10],
where we allow for “gaps” in the extracted phrases. In
this way, longer range dependencies in the translation
process can be modelled and the reordering is directly
integrated in the decoding process.

The translation model can be formalized as a syn-
chronous context free grammar, where the rules are of
the form

X — <77 «, N)

where X is a non-terminal, v and « are strings of ter-
minals (respectively in the source and target languages)
and non-terminals, and ~ is a one-to-one correspon-
dence between the non-terminals of o and ~, which
shows corresponding “elided” parts in the source and
target sentences. An example of rules can be seen in
Figure 1. Additionally, so called “glue rules” are added
which allow for the concatenation of translation of sub-
parts of the source sentence in a monotonic way. For
further details the reader is referred to [2].

The extraction process starts with the same phrase-
extraction procedure as in the standard phrase-based
translation, i.e. sequences of source and target words
that are aligned only to each other. We then proceed
to generate new rules as follows: for each of the ex-
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tracted phrase pairs, smaller sub-phrases are sought for.
If found, the corresponding parts are substituted by a
non-terminal and linked together by the relation ~. This
process is then iterated with the new extracted rules,
until the desired maximum number of non-terminals is
achieved. Note however, that only standard phrases are
made into gaps.

In his original work, Chiang proposes following
constraints to the extraction process:

1. Rules may have a maximum of two non-
terminals.

2. Non-terminals must be non-adjacent in the source
side.

3. Rules must have at least one terminal symbol.

4. Some additional rule length constraints are ap-
plied for efficiency.

5. Only minimal initial phrases are included (i.e.
initial phrases are not ‘“expanded” over non-
aligned words).

The phrases get scored by relative frequencies,
whereas for the hierarchical phrases the counts of the
originating standard phrases get distributed among all
the generated hierarchical rules. These scores are com-
puted for the translation directions source-to-target and
target-to-source, which get combined log-lineally with
additional IBM1-like word level scores at the phrase
level, word and phrase penalty scores at generation
time.

The decoding process is basically a parsing of
the source sentence according to the defined grammar,
keeping track of the target language translation contexts
in order to compute language model scores during the
translation process. In order to deal with the high com-
putational effort of the search process, early pruning is
carried out in the form of “cube pruning” or its lazy ver-
sion “cube growing” [11].

4. Refinement of Extraction Heuristics

In standard phrase-based translation, the extraction of
additional phrase pairs by including non-aligned words
adjacent to the standard phrases, both in the source and
target language, has proven to be beneficial in the trans-
lation process. However, in [2] they are not included in
the extraction process, probably for efficiency reasons.
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We however, found it beneficial to include them in the
translation process.

Although difficult to justify from a practical point
of view, practice has shown that simple heuristics of-
ten help in the translation process. For example, simply
adding a count of how many words are generated (the
so-called “word penalty”) helps controlling the length
of the produced translations and is now a standard com-
ponent in most phrase-based translation systems. In this
work we propose and evaluate some additional heuris-
tic features which are straightforward to implement and
include in the baseline system.

We tested the following features, the names in
brackets represent the entry in the result tables:

Paste rule (=paste) We call paste rules those rules of
the form

X = (X, X™6) or X — (a X0, gX~Y)

We include a binary feature which is activated for
each phrase of this form. These rules contrast
with “reordering rules” and adjusting the weight
of the corresponding scaling factor, we can con-
trol how much reordering we allow in the trans-
lation system.

Hierarchical penalty (=hierarch) A binary feature
which indicates that we are using a hierarchical
rule. Adjusting the weight of this feature we can
give more weight to the hierarchical or to the
standard phrases.

Number of non-terminals (=INT2NT) Two binary
features indicating if the rule has one or two no-
terminals.

Extended glue rule (=glue2) We add a rule of the
form
X — (X0x~ x~0x~1

similar to the original glue rule proposed in [2]
(the original glue rule has the starting non-
terminal S on the left hand side). The inclusion
of this rule allows to concatenate the translation
of different phrases in a monotonic way also in-
side of a gap, not only at the top-most level.

5. Syntactical Features

In this section, we propose the inclusion of additional
syntactically motivated features. In contrast to other
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approaches in which rules are extracted to try to en-
force the syntactical integrity of the translation (e.g.
[4]), we do not limit the extraction algorithm. The rule
extraction algorithm is left untouched as presented in
Section 3, and additional scores are computed for the
generated phrases. In this way, by adjusting the corre-
sponding scaling factor we can fall back to the original
system.

The inclusion of the syntactic information at train-
ing time has also additional advantages. In contrast to
other approaches, which normally only consider the tar-
get syntax, we can analyze both the source and the tar-
get part of the rules and thus the system is able to make a
better usage of bilingual correspondences between syn-
tactic structures. Furthermore, the inclusion of this in-
formation as additional scores in the phrases does not
have any impact on computation time.

Our goal is to determine if the bilingual phrase pair
corresponds to some syntactic structures, or not. We
stress again that we do not limit the amount of phrases
we extract, as non-syntactical phrases are necessary to
achieve good translation performance [6]. We parse the
English part with Charniak’s parser' and the Chinese
part with the Stanford parser [12].

Given an initial phrase pair we analyze both parts
(source and target) independently. In order to weight a
phrase ranging from position 7 to j, we check whether
this sequence corresponds to the yield of some node
in the parse tree. If not, we first determine the mini-
mum number of words that we have to delete or add
to the phrase so that it can be associated with such a
node. In order to compute this number we search in
the tree in a bottom-up manner, looking for the lowest
node that does not cover all words, or in a top-down
manner, looking for the highest node that covers all the
words of the phrase and possibly more. From this we
can compute the desired quantity, which we denote with
m(i, 7).

If the phrase matches a node completely, it always
gets a count of 1. If not, we propose different variants
for the scoring of the phrases:

e A count of zero. In this way we define a binary
feature in which we strictly say if the phrase cor-
responds to a syntactic structure.

e One divided by m(7, j). In this way we can cap-
ture the notion of being “quasi-syntactically cor-

"http://www.cs.brown.edu/people/ec
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rect”, in the sense that if only few words are miss-
ing (or are too much) we do not penalize the
phrase so drastically.

e One divided by the exponential of m(i, 7). This
is similar to the preceding one but with an expo-
nential decay.

e The fraction of “correct” words in the phrase. In
this way the size of the phrase is also taken into

account.

These different possibilities are summarized as follows:

5(m(i,j),0)  Binary
1
— Linear
m(i, j) + 1
i) =3
— Exponentional
exp (m(i, 5))
J—1 .
— —— Relative
(j =) +m(i, j)

These counts are then added up for every occur-
rence of a phrase pair in the training data and then nor-
malized with the total count of the given phrase pair.
In this way we get a relative frequency for the syntax
component of the phrase inventory.

For hierarchical phrases, we add all counts from the
phrases involved (that is, the overall initial phrase plus
every initial phrase that is replaced with a non-terminal)
and divide this by the number of phrases, in order to
maintain a normalized value. In this way, the syntactic
well-formedness of a hierarchical phrase is dependent
of the original phrase from which it originates and the
gaps that we introduce.

In Figure 2, an example for a hierarchical phrase is
presented. Both the word spans of “the public toilet”
and “Where is the public toilet” completely match the
yields of nodes in the parse tree (S and NP respectively).
Thus, they would both get a linguistic count of 1, and
likewise the hierarchical phrase “Where is X~Y”. The
phrase ““is the public”’, however, does not match any par-
ticular node, and has one word missing to complete the
next higher node (VP). Thus, it would get a O for the
binary count, 0.5 for the linear count, 1/2.718 = 0.36
for log count and 4/5 = 0.8 as relative count.
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6. Experiments

Experimental results are presented on the BTEC task
of the IWSLT 2008 Evaluation. The BTEC corpus
(“Basic Travel Expressions Corpus”) is a bilingual cor-
pus in the touristic domain and is used regularly in
the IWSLT evaluations that take place on a yearly ba-
sis. This year’s evaluation included several condi-
tions an language pairs: Chinese-to-English, Arabic-to-
English, Chinese-to-Spanish, English-to-Chinese and
Chinese-to-English-to-Spanish, most of them with text
and speech conditions. In this work we concentrate on
the Chinese-to-English language pair, for the text con-
dition.

The statistics of the corpora can be found in Ta-
ble 1. We selected the test corpus of the 2004 evaluation
campaign as development set on which we optimize the
weights of the log-linear model combination maximiz-
ing the BLEU score, in a manner similar to [13]. The
test corpus of the 2005 evaluation campaign was used
as blind test set for system selection and system combi-
nation optimization. The rest of the provided develop-
ment corpora were added to the training data. For the
English part of the added development data we included
the two longest references, following [14]. The training
corpus with the development data included is denoted
“Extended training data” in Table 1.

The Chinese side of the corpus was preprocessed
using the ICTClass word segmenter [15]. For the En-
glish part we performed tokenization of punctuation
marks and contraction expansion. No further prepro-
cessing was applied to the data.

The results are presented in Table 2. It can be seen
from this table that the performance of the hierarchi-
cal system is improved by incorporating additional in-
formation, both in the form of the simple heuristics
presented in Section 4 and syntactic information intro-
duced in Section 5. It is however somewhat difficult to
further interpret the results and give clear conclusions
as to which method works best, although it seems clear
that the syntax information outperforms the other meth-
ods.

Concerning the heuristic scores, each feature sep-
arately improves the translation quality by 0.2-0.5%
BLEU on the blind test set (test05). The combination of
certain features seems to improve the performance but
some other subsets actually degrade the BLEU score.

The different syntactic features seem to perform
equally good, obtaining an improvement of 0.7%
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S
WHADVP VP
RB
W | AUX NP
Where ) | /’\
is
DT 1 NN
| | |

the public toilet

Table 1: Corpus statistics of the IWSLT BTEC Data. “Extended training data” denotes the training set together with

vv |P

|
veFi PP

X0 7F WRE # Where is X~

Figure 2: Example of a syntax-enhanced hierarchical rule.

Chinese | English
Training data | Sentences 19972
Running words | 171932 | 188704
Vocabulary 8535 7567
Extended training data | Sentences 23940
Running words | 181486 | 232746
Vocabulary 9041 10350
Test 2004 Data | Sentences 500
Running words | 7543 10718
OOVs 96 154
Test 2005 Data | Sentences 506
Running words | 8052 10 828
OOVs 101 164
Test 2008 Data | Sentences 507
Running words | 6325
OOVs 87

the 2003, 2006 and 2007 development and test datasets.
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BLEU, although the exponential decay function seems
to perform better in terms of TER. The inclusion of the
heuristic features together with the syntax information
improves the translation performance in some cases.

7. Discussion

We believe that the results presented in the previous sec-
tion must be interpreted cautiously. Table 2 also shows
the performance of the different systems on the test04
data which we used as development set for parameter
tuning. In this corpus the variability of the results is
much greater and no clear conclusions can be drawn.
This can partly be due to the relatively small size of the
data used and also due to instabilities in the optimiza-
tion algorithm used (downhill simplex), as pointed out
in Lambert et al. [16]. The consistent results obtained
on the blind test data set, however, give a reasonable in-
dication that the proposed methods improve translation
quality.

8. Conclusions

We have analyzed the effect on translation quality of
different extraction heuristics for a hierarchical phrase-
based translation system. We also have shown how
to include syntactic information at the training phase.
In this way, we can include syntactic information from
both languages at translation time without the need of
modification on a decoder. Experiments were reported
on the IWSLT 2008 evaluation task, which, although
with a high degree of variability, shows the adequate-
ness of our methods.
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test04 test05 test08

BLEU | TER || BLEU | TER || BLEU
baseline 473 | 42.6 | 509 | 376 | 39.6

non-syntactic information

hierarch 484 | 419 | 514 | 38.1 39.6
paste 49.1 | 41.6 | S51.1 | 38.0 || 40.8
glue2 482 | 41.8 || 512 | 376 || 39.7
INT2NT 484 | 422 || 51.8 | 37.2 | 39.8
hierarch + paste 48.5 | 42.0 519 | 37.6 39.6
hierarch + paste + glue2 49.2 | 425 50.8 | 37.5 39.5

hierarch + paste + glue2 + INT2NT | 48.6 | 41.6 51.0 | 379 40.0
syntactic information

binary 47.8 | 41.7 51.7 | 375 40.3

linear 47.6 | 41.9 512 | 376 40.6
exponential 479 | 41.7 51.6 | 374 40.3

relative 473 | 424 515 | 373 40.2
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exponential 477 | 42.3 51.0 | 384 40.0

relative 47.8 | 42.3 51.0 | 38.0 40.3

Table 2: Results on the IWSLT data. The IWSLT 2008 evaluation server does not provide TER scores.

reference Where is the exchange counter ?
baseline The currency exchange office is
syntactical | Where is the currency exchange office ?

reference | Could you exchange it for a new one ?
baseline You can buy a new one ?
syntactical | Could you change it for a new one ?

reference You can take our airport shuttle bus to pick up the car .
baseline You can take our airport shuttle bus with me .
syntax | You can take our the airport shuttle bus come to pick it up .

Figure 3: Sample sentences with changes due to syntactical feature
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