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Abstract

This paper presents a method for exploiting
document-level similarity between the docu-
ments in the training corpus for a corpus-
driven (statistical or example-based) machine
translation system and the input documents it
must translate. The method is simple to imple-
ment, efficient (increases the translation time
of an example-based system by only a few
percent), and robust (still works even when
the actual document boundaries in the input
text are not known). Experiments on French-
English and Arabic-English showed relative
gains over the same system without using
document-level similarity of up to 7.4% and
5.4%, respectively, on the BLEU metric.

1 Introduction

Corpus-based machine translation systems have
made considerable strides since the original Statisti-
cal MT (Brown et al., 1990; Berger et al., 1994) and
Example-Based MT (Nagao, 1981; Nagao, 1984)
systems, but still typically treat both the training data
and the test input as isolated, entirely independent
sentences. In practice, however, both the training
and test data consists of a series of complete docu-
ments rather than isolated sentences.

While a number of researchers have added con-
textual information to the translation process in re-
cent years, one area which has not been explored is
the use of document-level context to affect the MT
system’s translations, This paper presents a method
for adjusting phrasal translation scores in an EBMT
system based on the similarity between the input

document and the training documents containing
matching examples.

After a brief review of related research in Section
2, the method for exploiting document level similar-
ity is presented in Section 3, the evaluation of the
method is described in Section 4, and the results of
the evaluation are shown in Section 5.

2 Related Work

A number of researchers have investigated means
of incorporating contextual information into corpus-
driven MT systems.

For example, Brown (2005) used both intra- and
inter-sentential context to affect the weighting of
retrieved examples in an EBMT system (Brown,
1996). The intra-sentential context was used to
boost matches which are contained within larger
matches for the current input sentence, thus biasing
overall translations away from the translations for
matches which do not have additional context within
the training instance. The inter-sentential context
was used to boost matches from training instances
located within a small window of a training instance
which was used in the translation of the prior input
sentence. While intra-sentential context proved to be
consistently beneficial, inter-sentential context was
helpful less often, and the combination of the two
bonuses could even harm performance.

Lü et al (2007) applied similar sentence-specific
weighting to a Statistical MT (SMT) system. In their
offline version, they first select a subcorpus of sen-
tences which are similar to the sentences in the test
data or target domain, then boost the weights of se-
lected sentences by increasing their counts within
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the entire corpus (effectively appending the selected
subcorpus to the training data). For their online vari-
ant, they produce several translation models using
the offline variant to generate adapted corpora, then
use each input sentence as an information retrieval
query to determine which submodels contain simi-
lar sentences and weight each submodel according
to the total number of retrieved training sentences.

Other researchers have investigated methods of
subsampling the training data to generate a test set-
specific corpus. One example is the work by Hilde-
brandet al (2005), which applied information re-
trieval techniques to select sentences similar to the
test set. Such an approach substantially improves
performance, but is not suitable for production sys-
tems since it requires retraining for each input file
desiring adaptation.

More recently, Gimpel and Smith (2008) added
within-sentence contextual features to phrase-based
SMT (Koehn et al., 2003). These contextual features
are added to the source-language side of the phrase
table, allowing for better prediction of translations
without major modifications to the decoder (in fact,
Gimpel and Smith were able to avoid modifications
entirely by appending a unique identifier to each to-
ken of input prior to computing the phrase table). As
with Brown’s intra-sentential context, only the cur-
rent sentence is considered.

Statistical MT systems are also becoming more
EBMT-like, performing on-the-fly lookups or
phrase-table generation rather than using a static
phrase table. Examples include Vogel’s (2005) “on-
line” system and Carpuat and Wu’s (2007) system
incorporating phrase-sense disambiguation. Other
systems use subsampling or related techniques to
generate document- or test set-specific phrase tables;
(Gimpel and Smith, 2008) generate such a test set-
specific phrase table as part of applying source con-
text.

3 Document-Level Context

The basic idea behind exploiting document-level
context is to most heavily weight examples retrieved
from training documents which are most similar to
the input document. When the final translation can-
didates are computed from a weighted combina-
tion of retrieved examples, the scores will be biased

toward translations coming from the more similar
training documents. The intuition here is that a sim-
ilar training document is more likely to use the same
word senses than a dissimilar document.

Exploiting document-level context begins during
training, but the requirements at training time are
trivial: the corpus must be marked up with origi-
nal document information and the system needs to
record which sentence pairs belong to each training
document.

At translation time, explicit document begin and
end markers are used to permit multiple documents
in a single data file. Upon encountering a begin-
document marker, the system begins accumulating
statistics and storing the input sentences. When
the matching end-document marker is reached, each
training document is assigned a similarity score
based on the accumulated statistics and the stored
sentences are then translated.

To simplify implementation, the existing match-
ing code in our EBMT system is used as the basis for
computing similarity scores. Thus, in the first pass
over the input document, corpus matches are found
by consulting the corpus index just as they are dur-
ing normal translation, but the matches are not actu-
ally retrieved. Instead, the match records are filtered
to eliminate the most frequent, and least indicative,
n-grams; specifically, those occurring often enough
in the complete corpus to invoke subsampling (as
described below). The remaining low-frequencyn-
gram records are then processed to determine which
training documents contain the matches, and the
count for each document is incremented by the to-
tal number of words matched by the filtered records.
Once all sentences in the input document have been
processed, the similarity score is computed as the
normalized (by document length) and scaled count,
such that the document with the highest proportion
of matched words receives a score of 1.0 and any
documents with no matches at all receive a score of
0.0. Figure 1 contains a pseudo-code description of
this process.

In addition to simplicity of implementation (due
to the re-use of existing mechanisms), then-gram
match similarity score has the additional advan-
tage that it does not require additional storage
as would term vectors for cosine similarity, mes-
sage hashes, or alternative representations such as
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Initialize match count for each training document to zero
For each sentence in input document:

1. find alln-gram matches in training corpus
2. eliminate all matches for source phrases which occur more thanmaxdups times in the entire

corpus
3. for each remainingn-gram match, increment the match count of the document containing it by

the length of the match

Normalize counts into similarity score:

1. divide match count for each training document by its length in sentences
2. normalize to [0.0,1.0] by dividing each document’s score by the highest score

Assign each training document one of 128 ranks based on its similarity score

Figure 1: Similarity-scoring procedure

For each input sentence

1. find all n-grams in the training corpus matching any part of the input sentence
2. subsample the instances of anyn-grams occurring more thanmaxdups times in the corpus,

using in order of priority

(a) complete matches of training instances
(b) matches with the most context words in the training instance
(c) matches from documents with the highest similarity rank
(d) uniform sampling within whichever of the above categories which would exceed

maxdups

3. for each remaining match

(a) retrieve the sentence pair
(b) perform a subsentential alignment to determine the candidate translation
(c) assign a score and a weight to the resulting translation pair, using

• local context bonus
• optional source-specific weight
• optional corpus position-specific weight
• document similarity score for the training instance

4. perform a weighted merge of all equivalent translation pairs
5. if necessary, limit the number of candidate translations for a source-languagen-gram to thek

top-scoring alternatives
6. place the final translation candidates in a lattice and apply a stack decoder to determine the best

overall translation

Figure 2: Translation process in pseudo-code

locally-weighted bags of words.

The EBMT system used for the experiments de-
scribed in the next section functions in the same
manner as those of Brown (2005) and Phillipset

al (Phillips and Cavalli-Sforza, 2006; Phillips et al.,
2007). See Figure 2 for pseudo-code; the boldfaced
portions indicate the modifications to support docu-
ment similarity.
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Our method modifies steps 2 and 3(c) in the fol-
lowing ways. In Step 2, the baseline system orders
n-gram matches by the number of additional words
which match in that training example (the amount
of available local context) and selects instances in
decreasing order of context until a particular level
of context would result in more thanmaxdups in-
stances. This final level is then uniformly subsam-
pled to produces exactlymaxdups total instances.
For the enhanced system, the training documents
are ranked by similarity value and the ranks are
quantized into 128 levels. The quantized ranks are
then used as a tie-breaker in the final level of con-
text selection, and uniform subsampling is only used
among the instances in the document rank which
would result in more thanmaxdups instances.

In Step 3(c), the baseline system assigns a static
weight to the translation pair. This weight is com-
puted as a combination of the local context bonus
(as in (Brown, 2005)) and optional source-specific
or corpus position-specific weights. The optional
weights were not used in this work except for a
single run described in Section 6; the local context
bonus is still helpful even with context-biased sub-
sampling because a large proportion of alln-grams
occur infrequently enough that subsampling is not
applied. For the enhanced system, an additional
factor based on the similarity measure is multiplied
with the baseline weight. This additional factor is

(1 − λ) + λ × similarity

where λ is a tuneable parameter used to set the
strength of the bias toward the most similar train-
ing documents. Translation performance is typically
maximized forλ values of 0.75–0.83.

The computational cost of the changes to steps 2
and 3(c) is negligible. In both cases, the additional
work is essentially a hash-table lookup followed by
a few arithmetic operations. The bulk of the over-
head in applying document similarity lies in actu-
ally computing the similarity scores. Fortunately,
index lookups are very quick compared to actually
retrieving, aligning, and merging the matches found
by the index lookup. The cost of the additional
index lookups for each sentence and accumulation
of match counts is only a few percent of the total
run-time, and is often overshadowed by changes in
run-time resulting from differences in the decoder’s

search caused by altered scores (runs using docu-
ment boundaries are occasionally marginallyfaster
than those without).

4 Evaluation

4.1 Data Sets

Two different training corpora were used, one for
Arabic-English and the other for French-English.
Multiple test sets were translated for each of these
language pairs.

For Arabic-English, a subset of the training data
permitted for the 2008 NIST Open Machine Trans-
lation evaluation (MT08) constrained-data track was
used. This subset consisted of all permissible
newswire data plus a small portion of the United Na-
tions corpus, excluding sentence pairs where source
and target lengths differed by more than a factor of
four or the source contained more than 255 tokens.
The Arabic text was converted from UTF-8 encod-
ing to the Buckwalter latinization and several com-
mon affixes were separated into standalone tokens.
This provided a total of 1.4 million sentence pairs
(46.2 million source tokens) of training data. The
language model for the decoder was built from the
target half of the parallel corpus plus the Xinhua por-
tion of the English Gigaword corpus (Graff et al.,
2007), Third Edition (LDC2007T07).

To tune parameters, two subsets of the 2003 MT
Evaluation (MT03) test set were used, a 96-sentence
set for the actual tuning process and a 220-sentence
validation set to determine which of two tuning re-
sults for each of the test conditions to use on the
blind test sets. The blind test sets were the 2004
and 2005 NIST MT evaluation test sets (MT04 and
MT05) and the “NIST” portion of the 2006 NIST
Open MT evaluation (MT06-NIST). All test sets
were preprocessed in the same manner as the train-
ing data. Each of these data sets has at least four
reference translations (five for MT05). Three ver-
sions of the test sets were prepared: one with doc-
ument boundaries preserved in the form of begin-
document and end-document markers, one with doc-
ument boundaries removed, and one with document
boundaries arbitrarily placed around each group of
eight sentences.

Using the boundary-less test files as input forces
the EBMT system to revert to baseline operation
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even when trained on a corpus annotated with doc-
ument boundaries, since by default every training
document is scored equally.

For French-English, the training data was the Eu-
roparl corpus (Koehn, 2005), version 31. All sen-
tence pairs of the designated training portion were
used, except those where the source and target dif-
fered by more than a factor of 2.5 in length and the
shorter of the two was at least eight tokens in length,
or the source sentence exceeded 255 tokens. This
provided a total of 1.3 million sentence pairs (43.5
million source tokens) of training data. The lan-
guage model for the decoder was trained solely on
the target half of the parallel corpus.

To tune parameters, a 40-sentence subset of the
“devtest2006.fr” file was used, consisting of eight
contiguous five-sentence groups each marked as a
document for the context-sensitive runs. Parameters
were tuned separately for the baseline and context-
sensitive conditions using an adaptive grid-based co-
ordinate search over some 40 parameters including
maxdups, beam width, maximum number of al-
ternative translations to place in the lattice, stan-
dard decoder features (length ratio, language model
score, translation score), and when appropriate the
strength of the document-similarity bias. The blind
test sets were the French “test2006” and “test2007”
sets, which were originally evaluation data and be-
came development test sets for the WMT08 evalua-
tion. Each of these data sets has a single reference
translation. Two versions of the test sets were pre-
pared: one without document boundaries and one
with document boundaries arbitrarily placed every
five sentences (“test2006”) or every ten sentences
(“test2007”) since the original document boundaries
were not available.

4.2 System Training

For the experiments described below, the EBMT
system was trained as a straight-forward string-
matching EBMT system, without generalized
matching through clustering such as in (Brown,
2000) or structural matching such as in (Phillips et
al., 2007). GIZA++ (Al-Onaizan et al., 1999) word
alignments were used for the Arabic-English data
to drive the subsential aligner; for French-English,

1Available athttp://www.statmt.org/europarl/

we used a much faster heuristic approach driven
by a bilingual lexicon generated with an algorithm
that roughly corresponds to an amalgamation of the
GIZA++ IBM Model 1 and HMM phases with the
competitive linking algorithm of (Melamed, 1997).

4.3 Evaluation Metrics

Performance was evaluated using the
mteval-v11b.pl script made available by
NIST. This script reports both the BLEU metric
(Papineni et al., 2002) and the variant thereof pro-
posed by George Doddington at NIST (Doddington,
2002). Parameters were tuned to maximize the
value of the BLEU metric.

BLEU measures the proportion ofn-gram over-
lap between the MT system’s output and one or
more human reference translations. The NIST met-
ric modifies then-gram matching to assign different
weights to individualn-grams depending on their in-
formation content.

The METEOR metric (Banerjee and Lavie, 2005)
has not yet been integrated into our workflow, but
that integration is planned for the near future.

The statistical significance of the results was
tested with the Wilcoxon Signed-Rank Test
(Wilcoxon, 1945), a nonparametric alternative to
the paired t-test. Unlike the t-test, the Signed-Rank
test does not assume normal distribution of values
in the population, nor does it assume that the scale
of measurement is an equal-interval scale. To
generate the values used for the Signed-Rank test,
the test outputs were uniformly split into either 10
or 20 segments, depending on the total number
of sentences in the test set, and each segment
was individually scored with themteval script.
Bootstrapping as described by (Zhang et al., 2004)
was not used because the test sets are sufficiently
large to provide enough truly independent samples
for statistical significance tests.

5 Results

Tables 1 and 2 present the results of runs for Arabic-
to-English and French-to-English, respectively. For
each data set, the tables show the NIST and BLEU
scores of the baseline system (no document bound-
aries in the input text), the enhanced system with ar-
bitrary uniformly-spaced document boundaries, and
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BLEU scores
Data Baseline True Docmuent 8-sentence
Set Boundaries Boundaries
MT04 0.37726 0.39787 (+0.02061/+5.4%)0.39775 (+0.02049/+5.4%)
MT05 0.44043 0.45205 (+0.01162/+2.6%)0.45489 (+0.01446/+3.2%)
MT06 0.33390 0.33482 (+0.00092/+0.3%)0.33590 (+0.00108/+0.6%)

NIST scores
Data Baseline True Document 8-sentence
Set Boundaries Boundaries
MT04 9.0727 9.6130 (+5.9%) 9.5839 (+5.6%)
MT05 9.9539 10.2173 (+2.6%) 10.2464 (+2.9%)
MT06 8.8569 8.8681 (+0.1%) 8.8828 (+0.3%)

Table 1: Performance of Arabic-English translations, tunedon MT03

Data Set Condition BLEU score NIST score
2006 No docs 0.24896 6.7063
2006 Doc-5 0.26614 (+0.01718/+6.9%) 6.9150 (+3.1%)
2007 No docs 0.25218 6.7719
2007 Doc-10 0.27088 (+0.01860/+7.4%) 7.0100 (+3.5%)

Table 2: Performance of French-English translations

if appropriate the enhanced system with true docu-
ment boundaries for the input text. In the case of uni-
form document boundaries, the number of sentences
per pseudo-document (5, 8, or 10) is indicated.

It can be seen from Table 1 that performance gains
for Arabic are quite uniform between the two met-
rics and between the true-boundaries and arbitrary-
boundaries cases. The MT06 data set is known to be
“harder” than earlier MT0x sets, hence the overall
lower scores.

Table 2 shows consistent improvements across the
two test sets, with BLEU gains about twice as large
as NIST gains. Unlike the Arabic case, both test sets
are from the same epoch and are thus more similar
to each other than the MT0x test sets are.

In addition, one quick experiment was performed
on the French-English data to ascertain how much
of the improvement is due to the alteration of the
subsampling of highly-frequentn-grams. This was
done by simply setting the value ofλ to zero, al-
lowing the subsampling to take advantage of the
document similarity scores but not using them to
reweight candidates. On the “test2006” set, this re-
sulted in a BLEU score of 0.24928 (+0.1% com-

pared to the baseline) and NIST score of 6.6946
(−0.1%). As expected, the use of document similar-
ity as a tie-breaker in the sampling has only a very
small effect.

The difference between the baseline and true-
document case is statistically significant for MT04,
as is the difference between baseline and arbitrary
8-sentence boundaries. For MT05, the situation
is different, and somewhat counter-intuitive: the
difference between true boundaries and 8-sentence
boundaries is statistically significant (p=0.0235),
while the much larger difference between baseline
and true boundaries is not (p=0.1736). This is the
result of the true-document case peforming worse
than the baseline on the portion of the test set origi-
nating from the Xinhua news service while perform-
ing much better than the baseline on the AFP por-
tion of the test set. In contrast, the eight-sentence
condition showed a small but much more uniform
improvement over the true-boundary condition. For
MT06, none of the differences are statistically sig-
nificant (p≥0.117).

On the French-English data, the improvements
for both 2006 and 2007 are highly significant
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(p<0.0001).
The excellent performance of the uniform-

boundaries test case for Arabic-English came as
somewhat of a surprise, since a large fraction of
the segments contain text from two separate test
documents (the average length of documents in
MT04/05/06 is 6.8, 10.5, and 17.3 sentences, respec-
tively). We had expected a substantially smaller im-
provement due to less-accurate similarity scoring.

6 Further Analysis

After the initial submission of this paper, further ex-
periments were performed to characterize the reason
for the very small improvement on MT06.

First, the system was tuned on subsets of MT05
and MT06, and translation performance compared
to the system tuned on MT03. For MT05, the
first six and last six documents of the test set, to-
talling 131 sentences, were selected as a tuning set;
for MT06, random documents totalling 127 sen-
tences were selected as a tuning set. Table 3 shows
the results of this experiment, as well as a further
experiment in which the parameters tuned on the
MT06 baseline condition were used for both base-
line and document-boundary cases. Naturally, the
cases of MT05 tuned with MT05 and MT06 tuned
with MT06 are not fully comparable to the other
cases since a small portion of the test sets were used
for tuning, so the test is no longer blind. However,
analyzing the results in those cases is still instruc-
tive.

Consistent with the hypothesis that decreased im-
provement in the later MT0x test sets is due to
increased differences between those test sets and
MT03, performance on MT04 and MT05 is better
when tuned with either MT05 or MT06 than when
tuned with MT03. Likewise, decreased performance
for MT06 tuned on MT05 lends support to the con-
jecture that MT06 is in some fundamental way dif-
ferent from the other MT0x data sets, in a man-
ner which decreases the effectiveness of document-
similarity weighting.

Significance testing with the Wilcoxon Signed-
Rank test shows that MT04 tuned on MT05 has a
statistically significant improvement over the base-
line (p=0.0054), as does MT04 using only the MT06
baseline parameters (p=0.030). MT05 showed a sig-

nificant improvement whether tuned on MT05 or
MT06, or using only the MT06 baseline parame-
ters (p=0.0074, 0.0054, and 0.0178, respectively).
MT06 tuned on MT05 has a statistically significant
improvement (p=0.0012), as does MT06 using only
the parameters tuned for the baseline case (p=0.034),
while MT06 using normal tuning on MT06 does not
produce a significant change (p=0.529). Of note is
that all three test sets showed a significant improve-
ment from adding the document-similarity weight-
ing when run using MT06 parameters tuned without
that weighting.

Examining the actual values of the tunable param-
eters produced during tuning shows one major out-
lier relevant to the document-similarity weighting.
For each of the tuning sets,Doc-Sim-Weight,
theλ value determining the strength of the similarity
preference, was tuned to values ranging from 0.804
to 0.832; for every tuning conditionexceptthe base-
line case on MT06,maxdups received values rang-
ing from 600 to 615. In contrast, the MT06 baseline
tuning produced a value of 225.

This finding led to the conjecture that a reduced
number of corpus matches overall for the MT06
test set was allowing a larger proportion of matches
from UN training documents to be used. As the UN
documents are quite different from newswire docu-
ments, they could adversely influence the translation
candidates produced by the EBMT engine. To test
this conjecture, MT06 was translated without docu-
ment boundaries using the tuned parameters for the
no-boundaries (baseline) condition but reducing the
weight of the UN training documents to 0.1 rela-
tive to all other documents. Doing so increases the
BLEU score from 0.33799 to 0.33929, indicating
that UN text is indeed adversely affecting the trans-
lation of the MT06 test set.

7 Conclusion

This paper has presented a simple enhancement to
an existing EBMT system that efficiently and ro-
bustly provides substantial gains from exploiting
document-level similarity between the training cor-
pus and the input being translated. This enhance-
ment, or a variation thereof, can also be added to
statistical MT systems which make use of dynamic
phrase tables generated at runtime.
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Tuning Test Set BLEU scores
Set Baseline/True-Boundaries

MT04 MT05 MT06
MT03 0.37726/0.39787 0.44043/0.45205 0.33390/0.33482
MT05 0.38742/0.40664 0.45261/0.46757 0.31388/0.32694
MT06 0.41421/0.40674 0.44131/0.45885 0.33799/0.33541
MT06-nodoc 0.41421/0.42120 0.44131/0.44757 0.33799/0.34302

Table 3: Performance comparison of Arabic-English translations

8 Future Work

This work is still in its early stages, and there are a
number of directions left to investigate.

Are there better similarity measures? The exist-
ing one was chosen for ease of implementation and
because it does not require extra storage, but other
methods such as cosine similarity over term vectors,
message hashes/digests such as Nilsimsa (Damiani
et al., 2004; Nilsimsa, 2003), or alternative repre-
sentations such as locally-weighted bags of words
(Lebanon et al., 2007) may be more effective.

Is it possible to subdivide documents in a better
manner? Particulary for parliamentary proceedings
such as the Europarl and UN corpora, the documents
are typically long and may contain multiple differ-
ing sections. Automatically determining additional
boundaries based on changing content should per-
mit finer-grained and thus more accurate weighting
of the training documents. Techniques developed
during the DARPA Topic Detection and Tracking
project (Allan et al., 1998; Carbonell et al., 1999)
for the Story Segmentation task are likely to be use-
ful.

Is there a better way to incorporate the document
similarity score into the overall score for a transla-
tion candidate? The present linearly-damped mul-
tiplicative factor was merely the first approach at-
tempted.

Why did performance deteriorate on the MT05
Xinhua data when it improved on all other data?
How did uniform pseudo-boundaries manage to out-
perform true boundaries? These two conditions may
be artifacts of overfitting the tuning set, but the ques-
tions still need to be answered through additional
analysis.

In addition, a variation of the Gimpel and Smith
(Gimpel and Smith, 2008) approach to within-

sentence context is being implemented by further
modifying the match filtering and weighting steps
to take easily-computable features such as location
within the source-language sentence into account.
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