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for more graceful degradation through a form of
Abstract structural generalization.

In this work | look at two different para- 2 Overview

digms of Example-Based Machine Trans- _
lation (EBMT). | combine the strengths of ~ The EBMT system at CMU, Panlite (Brown,

these two systems and build a new EBMT ~ 1996), is shallow in the sense that it only indexes
engine that combines sub-phrasal match- exical tokens. It performs well primarily because
ing with structural templates. This synthe- it iS capable of indexing very large corpora and
sis results in higher translation quality and ~ efficiently extracting exact lexical translations.
more graceful degradation, yielding 1.5%  When an example covering the full input sentence

to 7.5% relative improvement in BLEU is not present in the corpus, Panlite attempts to
scores. match any sub-part of the sentence. This is done by

matching all possible token sequences without any

respect for phrasal boundaries. The retrieved ex-
1 Introduction amples are placed in a lattice that is subsequently

decoded by a language modeler. This particular

Example-Based Machine Translation (EBMTEBMT system is actually very similar to PSMT as

introduced the notion of phrasal translation the h it consists of a phrase extraction phase followed b
subsequently been championed by Phrasal Statigtilanguage modeler that performs phrase selection
cal Machine Translation (PSMT). Exact phrasand reordering. The main differences lie in the de-
translations are usually highly accurate and retatails of the calculations and the fact that Panlite
the nuances of the text. However, unless one fdees not attempt to retain a true probabilistic
cuses exclusively on a (very) small domain, it isnodel.
unreasonable to assume that a corpus will provide Not all EBMT implementations take this ap-
exact phrasal translations of everything one wanggoach. In particular, Gaijin (Veale and Way,
to translate. Thus, methods of backing off and syn997) retrieves examples from a corpus based on
thetically generating translations based on “simtheir structural similarity. The marker hypothesis
lar” examples are increasingly important. In thistipulates that a closed set of words in every lan-
work | introduce a new EBMT Engine named Cuguage can be used to identify the syntactic struc-
nei (Construction of Uknown Examples by n- ture of a sentence. These markers are typically
duction) that combines two different paradigms ofonjunctions, prepositions, determiners, and quan-
EBMT: sub-phrasal matching and structural temtifiers. Gaijin employs the marker hypothesis to
plates. The goal of this work is to provide highlysegment sentences into constituent phrases as
accurate translation when possible, but also alloghown in Figure 1. Each constituent phrase is
headed by a marker that represents the type of that
constituent. The particular sequence of constituent

* Named after Cuneiform, the oldest writing systerhe phrases describes the structure of the sentence.
translated.
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Prep Det Prep

Figure 1. Sentence Segmented by Marker Hypoth¥eal¢ and Way, 1997)

This structure, rather than a language model, diexamples corresponding to any sub-section of the
tates phrasal selection and reordering. An examplgut sentence. Cunei passes the resulting ldtiice
from the corpus that has the same sequence of ctimee same language modeler used by Panlite for de-
stituent phrases becomes the master template éading.
translation. When this template has lexical mis- Using part-of-speech tags to form structural
matches with the sentence to be translated, “grafemplates is similar to the Transfer (Xfer) apptoac
ing” is used to replace an entire phrasal constituedescribed in (Carbonell et al., 2002) and (Probst e
with another (more similar) phrasal constituenal., 2003). The structural templates in Cunei e,
found in the corpus. Likewise, if particular wordssome respects, more limited as they do not incor-
within a phrasal constituent do not match the inpuporate morphological features. However, the role
“keyhole surgery” is performed to substitute indiof the structural templates in Cunei is differest a
vidual lexical items. For either type of substituti they are merely a backoff mechanism to be used
to be performed, the structure (part-of-speech taghen an exact lexical match is not present, and
or head-of-phrase marker) must be equivalent. thus, generality is desired. In addition, the struc
Both of these EBMT systems build a finaltural templates in Cunei are entirely data-driven.
translation by synthetically combining togetheinstead of using a lexicon that specifies words
smaller units of translation. In the case of Panlit available for substitution, Cunei fills the struetu
the units are any sequence of lexical tokens, ateimplate using phrases present in the lattice that
they are combined together using a language mduave the same part-of-speech sequence. The scores
eler. On the other hand, the units in the Gaijisr syassociated with each phrase in the lattice arentake
tem are constituents identified by the markeinto account when constructing a new example
hypothesis, and they are combined together byffmm the structural template.
single structural template from the corpus that Cunei was developed and evaluated translating
matches the entire sentence. text from Arabic to English. | expected the differ-
Cunei attempts to bring together the strengtrence in word order between these two languages to
of Panlite and Gaijin. This new system maintaingork well with structural templates. However, the
the indexing scheme and sub-phrasal matchisystem is language-neutral and could easily be ap-
found in Panlite and adds to this a “light” versiormplied to any language pair for which part-of-speech
of the structural matching found in the Gaijin systaggers and parallel text are available.
tem. Instead of using constituent phrases idedtifie
by the marker hypothesis as the structure of eaBh Building Cunei
sentence (Figure 1), Cunei uses only the sequence
of part-of-speech tags as shown in Figure 2. Gaij'gl P :
was built for a relatively small corpus and as such reprocessng
it was necessary to use a more general structurar structural matching, it was important to proc-
The sequence of part-of-speech tags is very spess the English and Arabic in the same format as
cific, but by leveraging a large corpus | expect tthe Penn Treebank because this was expected by
find many structural examples. This system wilthe part-of-speech taggers | used. A handful of
not, however, require one template to translate tihegular expressions were applied to re-format the
entire sentence, but rather, like Panlite, willdfintext and perform some simple cleanup. Next, |

Det Adj N Verb Det  Adj N P

P N
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Figure 2. A “Lite” Structure: Sentence with Part-§feech Tags
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used MXPOST (Ratnaparkhi, 1996) to apply parteoked up in the other index.

of-speech tags to the English text and ASVMTools For lookups in the index, the Burrows-Wheeler
(Diab et al, 2004) to perform segmentation antfansform does not result in any increase in compu-
part-of-speech tagging on the Arabic text. It isation. However, if one desires to reconstruct the
worthwhile to point out that because of the twadext from the index, then looking up each type re-
different part-of-speech taggers, the naming coiires an additional binary search. For this reason
ventions for the tags were not always the sam€unei stores the index as a Burrows-Wheeler
This does not make a difference to Cunei as themansformed suffix array on disk, but also allows
are no a priori rules that assume a noun should fer run-time reconstruction of the original suffix
place a noun. Rather, substitutions are determinaday. To reconstruct the original suffix array is
at run-time based on the corpus and the alignmerdry fast (linear transformation) but does require

links. more memory. This is only performed when the
_ task at hand requires reconstructing large amounts
3.2 Indexing of the text and continuously looking up each type

As mentioned previously, Cunei employs the sanf&€ates a performance bottleneck. For trans_la'ﬁon,
indexing approach used in Panlite, as this scaliSsusually necessary to reconstruct the suffixyarra
well with large amounts of data. The techniqué‘?r the target side of the index, but not the seurc
used in Panlite is to build a suffix array with theide of the index. _ -
Burrows-Wheeler transform (Brown, 2004). Suffix Another optimization made in Cunei is to repre-
arrays are an increasingly popular way to indeX€Nnt the index as a memory-mapped bit array. The
large amounts of data and have been used as wif|array is dynamically adjusted to use the mini-
by PSMT in (Zhang and Vogel, 2005) and (Callimum number of bytes that are capable of repre-
son-Burch, 2005). The Burrows-Wheeler transfor@énting the total number of types and tokens
brings the added benefit of considerably shrinkingresent in the corpus. This allows for a much
the size of the index. Smaller data structure than just representing every
In contrast to Panlite, Cunei needs to index tH€ing with an integer, and (in theory) has no upper
structure of the sentence as well as the lexical t8ound. Furthermore, the memory-mapped nature
kens. This was accomplished by using two index&¥ the file makes the load time significantly faste
running in parallel as shown in Figure 3. Althoughn this work | indexed 100,000 sentence pairs
this is not the most elegant approach, it is celai Which only took a few minutes and consumed
the most practical approach. The two indexes allog/-5MB in all (including lexical and structural
for fast lookups of structural or lexical tokensieT types and tokens for source and target).
downside is that the index is not optimized to Ioolé
up combinations of structural and lexical tokens:
To find the structural matches corresponding to Bhe second major component of the system is
lexical match (or vice-versa), the sentence numbalignment. GIZA++ (Och and Ney, 2003) was used
and position within that sentence are identified arto generate a word alignment over the entire cor-

3 Alignment

Sentence 101

£ el 8 40 e el 1

Sentence 101

Figure 3. Indexing Structural and Lexical Tokens
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pus. However, GIZA++ does not provide phrasarhis is the same basic approach used in Panlite and
alignments which are necessary for translatioRSMT systems with online alignment such as those
Thus, | investigated other alignment approacheakescribed in (Zhang and Vogel, 2005) and (Calli-
and implemented a technigue very similar to PES#on-Burch, 2005).
(Vogel, 2005). The final alignment probability is Where Cunei differs from other systems is that
calculated by taking the log-linear combination oéfter all lexical look ups have been performed, Cu-
the conditional probability of the entire source-se nei looks for structural matches. Recall that the
tence given the target sentence, the conditionaleprocessing routine has already tagged the
probability of the entire target sentence given thgource text with part-of-speech tags. Cunei queries
source sentence, and the length ratio between tihe structural source index for all part-of-speech
selected source and target phrases. The conditioratjuences that match a section of the input text's
sentence probabilities are calculated by multiplystructure. A structural example is skipped if it is
ing all the conditional word probabilities that egr less than three tokens long or the maximum num-
with the phrasal alignment. A word alignmenber of lexical examples has already been found for
agrees with the phrasal alignment when it links twthat section. In either of these cases, thereasore
words that are both outside the phrasal alignmettt believe that structural matches will not be use-
or two words that are inside the phrasal alignmentiul. Similar to the lexical translations, once aa e
ample is found, it needs to be aligned to the targe
3.4 Building Transations text. In this case the alignment extracts the targe
Lexical translations are built by retrieving exampart-of-speech sequence rather than the lexical to-
ples from the corpus and finding the aligned targkgns. The retrieved part-of-speech sequence is
text. Given a source text to translate, first CunéiSed to predict the structure of the lexical target
looks in the source index for lexical examples of NiS target part-of-speech sequence is converted to
each sub-part of the source text. To ensure bd@xical example(s) through substitution. By follow-
speed and accuracy, a desired maximum numberigg the alignment links, lexical translations prese
instances of each distinct source phrase (typical} the lattice are substituted into the structtea-
500-1000) is specified in a configuration file. IfPlate to form a new lexical translation. All ele-
more than the desired number of examples af@ents in the lattice are searched to build lexical
found, then the results are sub-sampled to only réanslations such that they maintain the same -struc
turn the maximum. Each example is phrase alignéd'e® and alignment links as found in the structural
and the corresponding target text for each examgt§@mple. An example of this is demonstrated in
is placed in a lattice. When more than one exampdgure 4. While single word substitutions are the
produces the same target text, the results dr@St common, this process also looks for entire

merged together and their scores are combindlrases that form an appropriate substitution. Fur-
thermore, structural matches are analyzed from

I D O O
A A A A
fly

thdydAt || Dd || AISHAfyyn || Alambyrkyyn AlEErAq

journalists

american reporters in iraqi kurdistan

american journalists in iraqi kurdistan

Figure 4. Example Constructed from Structural Textgolhnd Translation Lattice
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shortest to longest so that longer matches can madkistribution of the structural examples and the-lex
use of translations created by shorter structurehl examples is not the same, making the two rela-
matches. tive frequencies hard to combine. Lastly, not fad t

A minor exception to the process occurs whensructural examples are relevant to a particular in
structural example contains one or more lexicgut. Some structural examples can only occur with
matches. To check for this situation, when a struspecific lexical elements or under specific condi-
tural example is found, the lexical tokens of th&ons. Sometimes structural examples are found
structural example must be compared to the inpthtat cannot produce a lexical translation because
text. When some of the lexical source tokens atke lattice lacks the necessary lexical items that
the same, all target positions that align to adaixi match its structure and alignment constraints. Cal-
source token are marked. These specially markedlating relative frequency based on all the re-
target positions cannot be replaced by other elgieved structural examples results in very low
ments in the lattice. Rather, the lexical target tescores for each example, and it did not seem rea-
kens for these positions are retrieved from theonable as many of these examples cannot occur
corpus and used in the translation. This allows fdor the given input.
structural examples where one or more source and To account for these differences, the relative
target words are lexicalized even though the inddsequencies for lexical and structural examples are
does not directly support searching for this posstalculated by only totaling over examples that pro-

bility. duced a lexical translation. If the alignment pssxce
_ _ fails or if a structural example cannot find any ap
3.5 Scoring Transdations propriate lexical entries to create a lexical ttans

Once all of the translations have been retrievéPh, then it is not included in the total cour. |
from the corpus or synthetically created fronad_dltlon, a (_:onfldence score is ap_plled to gllsnran_
structural examples, it is necessary to score thel@tion candidates. If the translation candidate is
The language modeler will make the final decisiofetrieved from the corpus, then its confidence is
as to which translations to use, but the languadeQ- If the translation candidate is formed by a
modeler must be provided with a score reflectivatructural example, then its confidence scoreas th
of how likely each translation is to be representg€ometric mean of the scores of each lexical trans-
tive of the source span it covers. In Cunei, eadfition that was used (through substitution) to rea
example that is placed in the lattice keeps trdck B¢ translation. This confidence score is an ap-
three sub-scores: alignment probability, relativBroximate measure of how closely a structural ex-
frequency, and context matches (the number 8fMPle matches the original source text. The
other examples in the lattice from the same sefonfidence score is applied as a weight to each
tence}. When two translations are merged becau§gore when two translations are merged. Thus, an
they share the same target translation, their su®ample with a low confidence score will not af-
scores are added together. A final score is préfct the overall scores as much as an example with
duced by a log-linear combination of the three sugt high confidence score. In practice this meants tha
scores which are averaged over all found transli-@ sStructural example predicts one target and a
tions. The weights of the log-linear combinatiof€Xical example predicts a different target, the-le
are defined in a configuration file and are tune@@l €xample’s target will have a higher score.
using held-out data.

The synthetic lexical examples built by combin4 ~ Results

ing long structural examples and_ shorter I.eXica(l:unei was trained on approximately 100,000 sen-
examples pose a problem for scoring. As this SPfEnce pairs (4.87 million words) of Arabic-English

cific lexical translation never occurs in the capu X hi I abl bi
it is difficult to determine its relative frequeneya newswire text. This represents all available Arabic
English newswire text from the Linguistic Data

critical component of the scoring. Furthermore, th&onsortium with sentences containing fewer than

50 words. While more parallel Arabic-English data
% Fully implemented in the system, but due to aifigmt is available, most of it is out of domain and ie th

slowdown in speed and very minor improvement ingtation  form of United Nations proceedings. The training
quality, the context score was disabled for thalfiesults.
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MTG3 (Tune) News A News B Editoria Soeech Rull MTO4
Lexica and Reorder 0.444 0.483 0.455 0.321 0.339 0.397
Srudural and Rearder | 0.452 1.65% 0.490 1.52% 0.475 4.38% 0.329 2.58% 0.364 71.52M2 (3.75%
Lexical no Reorder 0.419 -5.80% 0.461 -4.4506 0.434 -4.64% 0.320 -0[31% 0.330% 0.385 -3.01%6
Srucura noReorder | 0.446 0.4494 0.490 1.51% 0.470 3.18% 0.333 3.83% 0.363 7.03u B.579

Figure 5. Table of Evaluation Results

data has good lexical coverage and at the samiata in this fashion allowed multiple evaluations
time is not prohibitively large for the structuralon different types of data while maintaining
matching. enough sentences to have meaningful results. In
Parameters for Cunei and the language modekddition, a final score for all of MT04 is provided
were tuned using part of the 2003 NIST MT The results are shown in Figure 5 and Figure 6.
Evaluation data set (MT03). However, due to timé& is clear that the structural matching improves
restraints, parameters for Cunei (as opposed to tinenslation quality as BLEU scores improved under
language modeler) were not separately tuned fall testing conditions. While the relative improve-
the system with structural matching enablednent is smallest for “News A”, this is still a re-
Rather, | used the same parameters that were turspectable gain in performance considering the high
on the system with structural matching disabledbaseline. “News B”, “Editorial”’, and “Speech”,
Thus, these results do not reflect the full pontiwhich all have lower baselines, show stronger
of the system with structural matching enabled. gains from the structural matching. This correlates
Evaluation was performed by comparing Cuneiell to the initial hypothesis that structural nfatc
with structural matching disabled to Cunei withing will make the system more robust and allow it
structural matching enabled. This experiment was degrade more gracefully.
run twice: first with language model reordering As expected, when language model reordering
enabled, and second with it disabled (monotonis disabled, the performance of the system with
decoding) All systems were evaluated on the 2004nly lexical matching drops. This is not true foet
NIST MT Evaluation data set (MT04), which pro-system with structural matching enabled—
vides five reference translations. MT04 containsignifying that the structural matching is captgrin
editorial, speech, and news genres, but nearly haibst (if not all) of the reordering.
of it is news. | split MTO4 by genre but also di- Figure 7 and Figure 8 illustrate visually the dif-
vided the news genre into two parts—one frorferences in the types of translations found between
Xinhua News Agency and the other from Agencthe lexical only system and the structural system.
France Press. Document boundaries were pre-
served in all the splits and the chunks rangeza si
from 278 sentences to 387 sentences. Splitting the

0.5
0.48
0.46
0.4411
0.421] O Lexical and Reorder

0.4 B Structural and Reorder
B I exical no Reorder

0.38]
0.36]
0.34]
0.321]

Structural no Reorder

2
o)

™MI03 News A News B Editorial Speech MI104

Figure 6. Chart of Evaluation Results
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loans
loan

debts

enough supports growth economic chinese loans enough supports growth economic chinese
sufficient support development the economic the chinese loan sufficient support development the economic the chinese

sufficient guaranties  supported the growth iktisadi china debts sufficient guaranties  supported the growth iktisadi china

the loans supporting growth rate iktissadi of chinese the loans supporting growth rate iktissadi of chinese

of loans supported by  of growth of economic of china of loans supported by of growth of economic of china

chinese economic chinese economic
the chinese economic the chinese economic
economic growth economic growth
the economic growth the economic growth

economic progress
economic progress

economic development
economic development

economic growth for
economic growth for
chinese economic growth
chinese economic development
chinese economic progress
support economic growth

support iktisadi growth

support iktissadi growth

Figure 7. Translation Lattice with Structural Matwp Figure 8. Translation Lattice without Structural tetsing

tered” the lattice resulted in lower scores. It Wdou
5 Remaining Issuesand Future Work be worthwhile to investigate how to select more
o _appropriate translation units, but in the meantime
The problem of combining scores from two d'f‘appears to do more good than harm to allow all
ferent probability distributions is fundamentalIypossime phrases.
har_d and the solutior! is not readily apparent. Ap- Perhaps the most apparent “problem” with
plying confidence weights seemed reasonable, igkming lexical translations from structural exam-
| imagine much better solutions exist. Even if thges js speed. Enabling structural matching signifi
confidence weights were retained, it would bgantly slows down the system. It is for this reason
worthwhile to investigate applying them in a nongyat | did not tune all the parameters of the struc
linear fashiqn. Time limitations prevented experita] engine. The problem is that there are usually
mentation with other methods. lot of structural examples found in the corpus, and
Figure 7 and Figure 8 illustrate another probnere are also a multitude of lexical translations
lem: phrases inserted into the lattice do not adwayhat can be substituted into each structural exam-
have optimal boundaries. The last three wordg§e. The issue with speed is not due to poorly-writ
“Alnmw  AIAqtSAdy AISyny” form one noun ten code, but to the thousands of combinations that
phrase that franslates as “chinese economiged to be analyzed for a match per example. The
growth”. The lexical system only provides “eco{gnger the example is, the more prone it is to this
nomic growth” and “chinese economic”. The strucproblem. | have partially alleviated this problegn b
tural matching does create “chinese economigning and chunking the input into smaller units.
growth”, but it also has partial translations oHowever, this merely makes the computation trac-
“economic growth”, “chinese economic”, andiaple, and not fast. More aggressive pruning and/or

“support economic growth”. The problem is thaheavy caching techniques truly should be investi-
these partial translations sometimes mappropyateéated_

guide the language modeler. Both the lexical and

structural systems are affected by this issueti®ut g  conclusion

problem occurs with greater frequency when struc-

tural matches are enabled. This problem brings U conclusion, this research describes a systetn tha
the question of what makes a suitable translati@ynthesizes two different approaches to EBMT.
unit. | did experiment with restrictions similar toWhereas the origins of this system lie with EBMT,
those in the Gaijin system by limiting which partthe end result is hard to classify as an EBMT sys-
of-speech tags a phrase is allowed to begin and eledh. Cunei has borrowed heavily from ideas and
with. However, all of these experiments that “filtechniques present in EBMT, PSMT, and Xfer.
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What is clear from this work, however, is that éony.VeaIe and Andy Way. 1997. Gaijin: A Template-
data-driven approach that combines exact lexical Driven Bootstrapping Approach to Example-Based
matching with structural templates improves trans- Machine Translation. IiProceedings of NeMNLP97,

lation quality. Nevy Method§ in Natural Language Processing,
Sofia, Bulgaria.
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