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Abstract

This paper presents a method to pre-
dict human assessments of machine
translation (MT) quality based on
the combination of binary classifiers
using a coding matriz. The multi-
class categorization problem is re-
duced to a set of binary problems
that are solved using standard classi-
fication learning algorithms trained
on the results of multiple automatic
evaluation metrics. Experimental
results using a large-scale human-
annotated evaluation corpus show
that the decomposition into binary
classifiers achieves higher classifica-
tion accuracies than the multiclass
categorization problem. In addition,
the proposed method achieves a
higher correlation with human judg-
ments on the sentence-level com-
pared to standard automatic evalu-
ation measures.

1 Introduction

The evaluation of MT quality by humans is
cost- and time-intensive. Various automatic
evaluation measures have been proposed to
make evaluations of MT outputs cheaper
and faster. Recent evaluation campaigns on
newswire! and travel data® investigated how

INIST MT evaluations, http://www.nist.gov/spee
ch/tests/mt

2IWSLT evaluations, http://www.slc.atr.jp/TWSL
T2006

well these evaluation metrics correlate with
human judgments. The results showed that
high correlations to human judges were ob-
tained for some metrics when ranking MT sys-
tem outputs on the document-level. However,
each automatic metric focuses on different as-
pects of the translation output and its corre-
lation towards human judges depends on the
type of human assessment (for example flu-
ency or adequacy). Moreover, none of the au-
tomatic metrics turned out to be satisfactory
in predicting the translation quality of a single
translation.

This paper presents a method to predict
human assessments of machine translation
(MT) quality based on the combination of bi-
nary classifiers. The multiclass categorization
problem is reduced to a set of binary prob-
lems that are solved using standard classifi-
cation learning algorithms. Binary classifiers
are trained on features of multiple automatic
evaluation metrics, such as BLEU and ME-
TEOR. The learned discriminative models are
applied sentence-wise to MT outputs produc-
ing binary indicators of translation quality on
the sentence-level. The multiclass classifica-
tion problem is then solved by combining the
results of the binary classifiers using a coding
matri.

The human and automatic evaluation met-
rics investigated in this paper are described
in Section 2. Section 3 gives a brief overview
on related research on predicting human as-
sessments and outlines the main differences to
the proposed method. Section 4 outlines the
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Table 1: Human Assessment

fluency

adequacy

acceptability

Flawless English
Good English
Non-native English
Disfluent English
Incomprehensible

=N W e O
=N W O

None

ATl Information

Most Information
Much Information
Little Information

Perfect Translation
Good Translation

Fair Translation
Acceptable Translation
Nonsense

— N W s U

proposed method. The framework of reduc-
ing multiclass to binary classification and the
combination of the binary results to solve the
multiclass classification problem are described
in detail. The effectiveness of the proposed
method is evaluated in Section 5 for English
translations of Chinese and Japanese source
sentences in the travel domain.

2 Assessment of Translation
Quality

Various approaches on how to assess the qual-
ity of a translation have been proposed. In
this paper, human assessments of translation
quality with respect to the fluency, the ade-
quacy and the acceptability of the translation
are investigated. Fluency indicates how natu-
ral the evaluation segment sounds to a native
speaker of English. For adequacy, the evalu-
ator was presented with the source language
input as well as a “gold standard” transla-
tion and has to judge how much of the in-
formation from the original translation is ex-
pressed in the translation (White et al., 1994).
Acceptability judges how easy-to-understand
the translation is (Sumita et al., 1999). The
fluency, adequacy and acceptability judgments
consist of one of the grades listed in Table 1.

The high cost of such human evaluation
metrics has triggered a huge interest in the
development of automatic evaluation metrics
for machine translation. Table 2 introduces
some metrics that are widely used in the MT
research community.

3 Prediction of Human
Assessments

Most of the previously proposed approaches
to predict human assessments of translation
quality utilize supervised learning methods
like decision trees (DT), support vector ma-

Table 2: Automatic Evaluation Metrics
BLEU:

the geometric mean of n-gram pre-
cision of the system output with
respect to reference translations.
Scores range between 0 (worst) and
1 (best) (Papineni et al., 2002)

a variant of BLEU using the arith-
metic mean of weighted n-gram pre-
cision values. Scores are positive
with 0 being the worst possible
(Doddington, 2002)

calculates unigram overlaps be-
tween a translation and reference
texts using various levels of matches
(ezact, stem, synonym).  Scores
range between 0 (worst) and 1
(best) (Banerjee and Lavie, 2005)
measures the similarity between
texts by using a unigram-based F-
measure. Scores range between 0
(worst) and 1 (best) (Turian et al.,
2003)

Word Error Rate: the minimal edit
distance between the system output
and the closest reference transla-
tion divided by the number of words
in the reference. Scores are posi-
tive with 0 being the best possible
(Niessen et al., 2000)

Position independent WER: a vari-
ant of WER that disregards word
ordering (Och and Ney, 2001)
Translation Edit Rate: a variant
of WER that allows phrasal shifts
(Snover et al., 2006)

NIST:

METEOR:

GTM:

WER:

PER:

TER:

chines (SVM), or perceptrons to learn discrim-
inative models that are able to come closer to
human quality judgments. Such classifiers can
be trained on a set of features extracted from
human-evaluated MT system outputs.

The work described in (Quirk, 2004) uses
statistical measures to estimate confidence on
the word/phrase level and gathers system-
specific features about the translation process
itself to train binary classifiers. Empirical
thresholds on automatic evaluation scores are
utilized to distinguish between good and bad
translations. He also investigates the feasabil-
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ity of various learning approaches for the mul-
ticlass classification problem for a very small
data set in the domain of technical documen-
tation.

(Akiba et al., 2001) utilized DT classi-
fiers trained on multiple edit-distance features
where combinations of lexical (stem, word,
part-of-speech) and semantic (thesausus-
based semantic class) matches were used to
compare MT system outputs with reference
translations and to approximate human scores
of acceptability directly.

(Kulesza and Shieber, 2004) trained a bi-
nary SVM classifier based on automatic scor-
ing features in order to distinguish between
“human-produced” and “machine-generated”
translations of newswire data instead of pre-
dicting human judgments directly.

The approach proposed in this paper also
utilizes a supervised learning method to pre-
dict human assessments of translation quality,
but differs in the following two aspects:

(1) Reduction of Classification Perplexity:
The decomposition of a multiclass classi-
fication task into a set of binary classi-
fication problems reduces the complexity
of the learning task resulting in higher
classification accuracy.

(2) Feature Set:

Classifiers are trained on the results of
multiple automatic evaluation metrics
(see Table 2) thus taking into account dif-
ferent aspects of translation quality ad-
dressed by each of the metrics. The
method does not depend on a specific MT
system nor on the target language. It can
be applied without modification to any
translation or target language as long as
reference translations are available.

4 Human Assessment Prediction
based on Binary Classifier
Combination

The proposed prediction method is divided
into three phases: (1) a learning phase in
which binary classifiers are trained on the fea-
ture set that is extracted from a database
of human and machine-evaluated MT system

outputs, (2) a decomposition phase in which
the optimal set of binary classifiers that maxi-
mizes the classification accuracy of the recom-
bination step on a development set is selected,
(3) an application phase in which the binary
classifiers are applied to unseen sentences, and
the results of the binary classifiers are com-
bined using the optimized coding matrix to
predict a human score.

4.1 Learning Phase

Discriminative models for the multiclass and
binary classification problem are obtained by
using standard learning algorithms. The pro-
posed method is not limited to a specific clas-
sification learning method. For the exper-
iments described in Section 5, we utilized
a standard implementation of decision trees
(Rulequest, 2004).

The feature set consists of the scores of the
seven automatic evaluation metrics listed in
Table 2.
were applied to the input data sets consist-
ing of English MT outputs whose translation
quality was manually assessed by humans us-
ing the metrics introduced in Section 2. In
addition to the metric scores, metric-internal
features, like ngram-precision scores, length
ratios between references and MT outputs,
etc. were also utilized, resulting in a total
of 54 training features.

All automatic evaluation metrics

4.2 Decomposition Phase

There are many ways in which a multiclass
problem can be decomposed into a number
of binary classification problems. The most
well-known approaches are the one-against-all
and all-pairs. In the one-against-all approach,
a classifier for each of the classes is trained
where all training examples that belong to
that class are used as positive examples and
all others as negative examples. In the all-
pairs approach, classifiers are trained for each
pair of classes whereby all training examples
that do not belong to any of the classes in
question are ignored (Hastie and Tibshirani,
1998).

Such decompositions of the multiclass prob-
lem can be represented by a coding matriz M
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where each class ¢ of the multiclass problem is
associate with a row of binary classifiers b. If
k is the number of classes and [ is the number
of binary classification problems, the coding
matrix is defined as:
M = ( mi )i:l,.‘.,k;jzl,...,l
m;j € {*1, 0, —l—l},

where k is the number of classes and [ is the
number of binary classification problems. If
the training examples that belong to class ¢
are considered as positive examples for a bi-
nary classifier b, then m.,=-+1. Similarily, if
mep=-1 the training examples of class ¢ are
used as negative examples for the training of
b. m.,=0 indicates that the respective train-
ing examples are not used for the training of
classifier b (Dietterich and Bakiri, 1995; All-
wein et al., 2000). Examples of coding ma-
trices for one-against-all and all-pairs (k=3,
[=3) are given in Table 3.

Table 3: Coding Matrix Examples

one-against-all

l 1010623102061316306121

c1 +1 -1 -1
co -1 +1 -1
c3 -1 -1 +1
all-pairs
[ [ ciecs [ ciecs [ caecs |
C1 +1 +1 0
Ca -1 0 +1
c3 0 -1 -1

For the experiments described in Section 5,
we utilized both one-against-all and all-pairs
binary classifiers. In addition, boundary clas-
sifiers were trained on the whole training set.
In this case, all training examples annotated
with a class better than the class in question
were used as positive examples and all other
training examples as negative examples. Ta-
ble 4 lists the 17 binary classification problems
that were utilized to decompose the human
assessment problems introduced in Section 2.

In order to identify the optimal coding ma-
trix for the respective tasks, the binary classi-
fiers were first ordered according to their clas-
sification accuracy on the development set. In
the second step, the multiclass performance

Table 4: Decomposition of Human Assess-
ment of Translaton Quality

[ type | binary classifier |
one-against-all | 5,4, 3,2, 1
all-pairs 54,53,52, 51,
43,42, 4.1,
3.2, 3.1,
21
boundary 54321, 54321

was evaluated iteratively, where the worst
performing binary classifier was omitted from
the coding matrix after each iteration. Fi-
nally, the coding matrix achieving the best
classification accuracy for the multiclass task
was used for the evaluation of the test set.
The optimized coding matrix reflects the stan-
dard bias-variance trade-off balancing the dis-
criminative power and the reliability of the
binary classifier combination.

4.3 Application Phase

Given an input example, all binary classifiers
are applied once for each column of the cod-
ing matrix resulting in a vector v of [ binary
classification results. The multiclass label is
predicted as the label ¢ for which the respec-
tive row r of M is “closest”.

In (Allwein et al., 2000), the distance be-
tween r and v, is calculated by (a) a general-
ized Hamming distance that counts the num-
ber of positions for which the corresponding
vectors are different and (b) a loss-based de-
coding that takes into account the magnitude
of the binary classifier scores. For the experi-
ments described in Section 5, we adopted the
Hamming-distance approach.

An example for the distance calculation is
given in Table 5. Lets assume that the ap-
plication of the three binary classifiers listed
in Table 3 results in the classification vector
v = (+1, +1, —1) for a given input. Using
the one-against-all coding matrix, the mini-
mal distance for v is 1 for both matrix rows,
c1 and co. In case of a draw, the priority order
of binary classifiers obtained on the develop-
ment set is used to identify the more reliable
row. For the all-pairs coding matrix, class c;
would be selected due to its lesser distance.
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Table 5: Coding Matrix Application
v = (41, +1, -1)

[ multiclass | distance [ selection |

[ type

C1
one-against-all Ca
C3
C1
all-pairs Co
C3

C1 Or C2

C1

DO W | W

5 Evaluation

The evaluation of the proposed method was
carried out using the Basic Travel Expression
Corpus (BTEC). This contains tourism-related
sentences similar to those usually found in
phrase books for tourists going abroad (Kikui
et al.,, 2003). In total, 3,524 Japanese in-
put sentences were translated by MT systems
of various types® producing 82,406 English
translations. 54,576 translations were anno-
tated with human scores for acceptability and
36,302 translations were annotated with hu-
man scores for adequacy/fluency. The dis-
tribution of the human scores for the given
translations is summarized in Figure 1. In
case multiple human judgments were assigned
to a single translation output, the median of
the respective human scores was used in our
experiments.

O fluency

O adequacy

® acceptability

Figure 1: Human Score Distribution

The annotated corpus was split into three
data sets: (1) the training set consisting of
25,988 translations for adequacy/fluency and
49,516 MT outputs for acceptability, (2) the

3Most of the translations were generated by sta-
tistical MT engines, but 5 example-based and 5 rule-
based MT systems were also utilized. These engines
were state-of-the-art MT engines. Some participated
in the IWSLT evaluation campaign series and some
were in-house MT engines.
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Figure 2: Coding Matrix Optimization

development set consisted of 2,024 sentences
(4 MT outputs for each of 506 input sen-
tences) for all three metrics, and (3) the test
set taken from the IWSLT evaluation cam-
paign (CSTARO03 data set, 506 input sen-
tences). For fluency and adequacy, 7,590 test
sentences with 15 MT outputs for each were
available. For acceptability, 3,036 sentences
with 6 MT outputs for each were used for eval-
uation.

5.1 Coding Matrix Optimization

Figure 2 summarizes the iterative evaluation
of the binary classification combination us-
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ing the development set as described in Sec-
tion 4.2. Starting with the complete coding
matrix (ALL), the worst performing binary
classification is omitted in the next iteration.
The dashed square indicates the subset of bi-
nary classifiers selected for the coding matrix
utilized for the test set evaluation.

5.2 Classification Accuracy

The baseline of the multiclass classification
task was defined as the class most frequently
occuring in the training data set. Table 6
summarizes the baseline performance for all
three subjective evaluation metrics.

Table 6: Baseline Accuracy

acceptability
43.0%

adequacy
30.8%

fluency
32.5%

The classification accuracies of the multi-
class task, i.e. the multiclass classifier learned
directly from the training set, and the binary
classifier performance is summarized in Fig-
ure 3. The results show that the learning ap-
proach outperforms the baseline of the mul-
ticlass classification task for all three metrics
gaining 16.7% for fluency, 26.8% for adequacy
and 18.1% for acceptability.

Moreover, the performance of the binary
classifiers varies widely, depending on the
classification task as well as the evaluation
metric. Accuracies of 80%-90% were achieved
for the all-against-one classifiers, 75%-81% for
the boundary classifiers, and 55%-91% for the
all-pairs classifiers.

The proposed method combines the binary
classifiers according to the optimized coding-
matrix. The results are shown in Figure 4.
The classification accuracy of the proposed
method is 55.2% for fluency, 62.6% for ade-
quacy and 62.3% for acceptability. Thus, the
proposed method outperforms the baseline as
well as the multiclass classification task for
all subjective evaluation metrics achieving a
gain of 22.7% /6.0% in fluency, 31.5% /6.6%
in adequacy and 19.3% / 1.2% in acceptability
compared to the baseline / multiclass perfor-
mance, respectively.

L
=
B
=

Figure 3: Classifier Accuracy

49.2/56.0 / 61.1 55.2/62.6 / 62.3

Figure 4: Classifier Combination Accuracy

5.3 Correlation to Human
Assessments

In order to investigate the correlation of the
proposed metrics towards human judgments
on the sentence-level, we calculated the Spear-
man rank correlation coefficient for the ob-
tained results. In addition, we used the mul-
ticlass classifier and the automatic evaluation
metrics listed in Table 2 to rank the test sen-
tences and calculate its Spearman rank corre-
lation towards human assessments. The cor-
relation coefficients are summarized in Fig-
ure 5.

The results show that the proposed method
outperforms all other metrics achieving cor-
relation coefficients of 0.632/0.759 /0.769
for fluency/ adequacy / acceptability, respec-
tively.  Concerning the automatic evalua-
tion metrics, METEOR achieved the high-

159



fluency

O & A
& @& ¢

adequacy

A,
%
Y,
&
N
N

acceptability

& e & & & & &
& &S E S & & O

Figure 5: Correlation with Human Assess-
ments

est correlation towards human assessment on
sentence-level for all three subjective evalua-
tion metrics. The correlation of the remaining
automatic metrics is considerably lower and
depends largely on the type of human assess-
ment.

5.4 Upper Bound

In order to get an idea about the potential of
the proposed method, we simluated the up-
per bound of the method by randomly ad-
justing the prediction result of each binary
classifier to achieve a certain classification ac-
curacy and applied the coding matrix ap-
proach to the set of binary classifiers hav-
ing the same classification accuracy. Figure 6
shows the upper boundary of the proposed
method for classification accuracies between
60% and 100% whereby the respective opti-

mized coding matrix of the experiments de-
scribed in Section 5.2 were used for fluency,
adequacy and acceptability, respectively. The
all_binary result shows the performance when
the baseline coding matrix using all 17 binary
classifiers is applied.

The results show that for each metrics the
multiclass classification task performance is
almost linearly related to the performance of
the binary classifiers and that improving the
accuracy of the binary classifiers will result in
a better overall performance.

Two potential improvements of the pro-
posed method, that we would like to inves-
tigate in the near future, are (1) additional
features that help to classify the given task
more acurately, and (2) the automatic learn-
ing of the optimal combination of binary clas-
sifiers with respect to the overall system per-
formance.

6 Conclusion

In this paper, we proposed a robust and reli-
able method to learn discriminative models
based on the results of multiple automatic
evaluation metrics to predict translation qual-
ity at the sentence level. The prediction is
carried out by reducing the multiclass classifi-
cation problem to a set of binary classification
tasks and combining the respective results us-
ing a coding matrix in order to predict the
multiclass label for a given input sentence.
The effectiveness of the proposed method
was verified using three types of human as-
sessment of translation quality commonly
used within the MT research community.
The experiments showed that the proposed
method outperforms a baseline method that
selects the most frequent class contained
in the training set and a standard mul-
ticlass classification model (decision tree)
that learns its discriminative model directly
from the training corpus. The proposed
method achieved a gain of 22.7%/6.0%
in fluency, 31.5%/6.6% in adequacy and
19.3% /1.2% in acceptability compared to
the baseline / multiclass performance, respec-
tively. Moreover, the proposed metric
achieved high correlation to human judgments
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Figure 6: Upper Boundary of Reducing Multiclass to Binary Classifier

at the sentence-level outperforming not only
the multiclass approach, but also all of the
automatic scoring metrics utilized.

Future extensions of the proposed method
will investigate the use of additional features,
such as the confidence estimation features
proposed in (Blatz et al., 2003) or the re-
cently proposed source language features for
MT evaluation in (Liu and Gildea, 2007). We
would expect this to improve the performance
of the binary classifiers and boost the overall
performance further.
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