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grams, built over full-form words; while we use Ron

overlapping n-grams over lemma-tag pairs. Also, in

their system, in order to account for translatioved

4 gences, words and phrases in the SL and TL ardisubs
tuted by synonyms and near-synonyms, which have

been previously learned from TL and SL monolingual

corpora.

We present an experimental Machine Translatio
prototype system that is able to translate betv&gam-
ish and English, using very basic linguistic resesr In
our approach, no structural transfer rules are use
deal with structural divergences between the twe la
guages: the target corpus is the basis both facdex
selection and for structure construction. Our etyat
emphasises modularity and language independence andFor the preprocessing of the Spanish input, onty ve
thus, is translatable to languages with very lifleP  basic linguistic resources are needed, namely anly
development. POS tagger and lemmati$ewhose output is a string of
Spanish lemmas or base forms, with disambiguated PO

Our system is currently being developed in th? . . . . : )
. . ags and inflectional information. Morphologicakdin-
framework of Meps . (_Vanqleghmste &t al., 2008pe biguation is performed by selecting the most plalesi
goal IOf the Merfls bprOjectf Is to aclhlevelcorpus-Uasereading for each word given the context. At a subse
translation on the basis of a monolingual targepas . s
and a bilingual dictionary only. The bilingual dartary quent step, morphological tags are mapped intthe

- . . role/EAGLES tagsétused by the bilingual dictionary.
functions as a flat translation model that provides n this mapping step, information about POS, whidh

ansitonslor eech souce o, The most atbe Lsaq Gl icionary ook, s seprteanit
. gn : inflectional information which will be used onlyté, in
ing the statistical models built off the TL corpus token generation

Clearly, syntactic divergences between the source
and target languages are among the major challenqs
that this minimalist translation strategy facesangfer
systems typically address structural translatioverdi

gences via explicit bilingual mapping rules, eithand- ; ; o .
written or example-based. In the Spanish-Englishicpr commercial machine readable dictionary, the Spanish

type, we are able to do without a rule-based siratt English Concise Oxford Dictionary (Rollin, 1998).

transfer component by handling translation divecgsn The output of the SL preprocessing and dictionary
in the TL generation component. look-up is a set of translation candidates in fooin

By pushing the treatment of translation mismatchesétr"(}gs ?f gngl|§hh Ilgl(rnmast and POS tags, ordered ac-
to the TL end component of the system, we make the ' 2ing 10 Spanish-iike syntax.
treatment independent of the source language and co As mentioned, translations that imply changes of
sequently much more general. This solution is e li structure are among the main difficulties of usangi-
with other Generation intensive systems such as (Hingual lexicon instead of a true translation model
bash & Dorr, 2002). Like us, they are able to digge These structure changes can ultimately be redwuced t
with expensive sophisticated resources for the &our
Language, however, unlike us, they need rich Target
Language resources, such as lexical semantics; cate « deletion and insertion of Function Words

gorial variation and subcategorisation frames. (FW)*, and

Lexical translation is performed by a lemma-to-
fima dictionary, which contains information abthe
POS of both the source and the target word. Thie-bil
gual dictionary has been automatically extractedhfia

local movement of Content Words (CW),

Our approach is also close to the work presented by
(Carbonell et al., 2006). In their case, the outpiuthe
bilingual dictionary is decoded via long overlappin-  * Our current tagger-lemmatiser is CastCG (Alsinal et
2002), a shallow morphosyntactic parser for Spatiaked on
the Constraint Grammar formalism.

! The English corpus is a lemmatized version oftiish % hitp://www.Isi.upc.es/$\sim$nip/freeling/parole fesal
National Corpus tagged using the CLAWSS tagsebtitains  * The following parts-of-speech are typically comsitl to be
over 6 million sentences. function words: articles, conjunctions, determin@renouns,
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* movement of sentence constituents. probably because the word orders of the two langsiag
involved are not extremely different. The variasoof

. Our strategy, Wh.iCh makes crucial use of the_d’tstin the different settings on this baseline are consetiy
tion between funct!on and content words, providgd bsmall. The experiment shows the potential of the ap
the POS tagger, is based on the use of the targ

. EF’oach although also brings to light aspects teadro
language model to validate any change of struatere be addressed, such as optimization of weighs aod sc
curring between SL and TL, instead of writing saurc '

language dependent mapping rules. 'ng-

A series of target language models are built bgiad References

ing all the n-grams for £ n< 5. An n-gram can belong
to one of the f0||owing types: Alsina, A., Badia, T., Boleda, G., Bott, S., Gil,.,A

Quixal, M. and Valenti, O. (2002) CATCG: a general
* a sequence of lemma/tag (e.g. always/ADV + pyrpose parsing tool applied. Rnoceedings of Third
wear/VV + a/AT + hat/NN) International Conference on Language Resources
e asequence of lemmaltag except for one position and Evalugtlon. Vol. ll, pages 1130-1134, Las Pal-
of tag alone(e.g. ADV + wear/VV + /AT + ™Mas, Spain.
hat/NN) Carbonell, J., Klein, S., Miller, D., Steinbaum, ,M.
Grassiany, T. and Frei, J. (2006) Context-based ma-
chine translation. IrProceedings of the 7th Confer-
ence of the Association for Machine Trandation in
» personal pronouns (PNP) which are always the Americas. Visions for the Future of Machine
lemma/tag Translation, pages 19-28, Cambridge, Massachu-

» cardinals (CRD), ordinals (ORD) and unknown setts, USA.
words (UNC) which are always indexed as taddabash, N. and Dorr, B. (2002) Handling translation
alone. divergences: Combining statistical and symbolic
techniques in generation-heavy machine translation.
In Proceedings of the 5th Conference of the Associa-
tion for Machine Trandation in the Americas on Ma-
chine Tranglation: From Research to Real Users,
London, UK. Springer-Verlag.

Melero, Maite, Oliver, Antoni, Badia, Toni and Suifio
9 Teresa (2007) Dealing with Bilingual Divergences in
MT using Target language N-gram Models.Rro-
ceedings of the METISII Workshop: New Ap-
proaches to Machine Trandation. CLIN 17 -
Computational Linguistics in the Netherlands. (pp.

During the indexing process, tokens are usually in-
dexed as either lemma/tag or tag alone. Exceptogis

To account for structure modifications, we allow
permutation of CWs between two consecutive bounda-
rie?, as well as insertion and deletion of a predefined
set of FWs.

In the experiment described in (Melero et al. 2007
we compared the effect of each structure modifyin
operation in isolation and combined (see resuliEaible
1). It was run on a test corpus of 227 sentenams, f
which a set of 3 translation references per septaras
manually created by three independent translators.

Test set Base Ins Del Perm All 19-26) Leuven, Belgium

Grammar| 0.4698| 0.4518 0.4746 04818 0.4658Rollin, N. (1998) The Concise Oxford Spanish Dintio
Technic 0.3072| 0.2928 0.3085 0.3205 0.3088 )

Wiki 02720 | 0.2585| 0.27200 02960 0.27d9 Vandeghinste, V., Schuurman, I., Carl, M., Markauato
Table 1: BLEU scores for the different settings tou, S. and Badia, T. (2006) METIS-II: machine-

. ) ) translation for low-resource languages. In
In this experiment, we chose as baseline the eslilt  p, ceeq ngs of the Fifth International Conference on
the search on the TL corpus with no structure chmang Language Resources and Evaluation, pages 1284—
operations. This baseline turned out to be quitgh,hi 1289, Genoa, Italy. ’

prepositions and, specific to English, the exiséifthere)
and the infinitive markert¢).

® The 5-gram model is used only to build the Insertind
Deletion models.

® Boundary detection is performed on the basis @S
information at hand. A boundary is defined by a paiadja-
cent POS tags (e.g. NounArticle), which are correidi¢o
unambiguosly indicate a transition between two eontve
constituents.
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