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Abstract 

We present our iterative approach to ena-
bling natural dialogic interaction between 
human users and a wheelchair, based on 
the alternation of empirical studies and dia-
logue modelling. Our approach incorpo-
rates empirically identified conceptual 
problem areas and a dialogue model de-
signed to manage the available information 
and to ask clarification questions. In a 
Wizard-of-Oz experiment employing the 
first version of the model, we test how ver-
bal robotic reactions can enable users to 
provide the information needed by the 
wheelchair to carry out the spatial task. Re-
sults show that the output must be extraor-
dinarily coherent, temporally well-placed, 
and aligned with the user's descriptions, as 
even slightly deviating reactions systemati-
cally lead to confusion. The dialogue 
model is improved accordingly.  

1 Introduction 

Most advanced work on dialogue systems focuses 
on human-computer interaction scenarios in which 
either the user requires information from an expert 
system (e.g., Kruijff-Korbayová et al. 2002), or the 
user and the system negotiate a joint task such as 
making reservations (Rieser & Moore 2005), or the 
system engages in tutoring the user within a 
specific area of interest (Clark et al. 2005). In such 
tasks, there are typically no particular complic-
ations with respect to time or space: Although the 
dialogue takes place in real time, there are no 
fundamental context-related effects of temporal 

delay or spatial mismatch. Complementing this 
research, there is a growing interest in dialogue 
systems employed in real time in spatially 
embedded interaction scenarios, such as situated 
human-robot dialogue. Such scenarios typically 
employ robots designed to accomplish service 
tasks for users instructing them by using natural 
language. Work in this area often focuses on a 
number of specific techniques designed to 
overcome the particular complexity of such a 
situation (e.g., Lemon et al. 2003, Spexard et al. 
2006, Kruijff et al. 2007). Our own work fits into 
this latter endeavour by focusing on the 
spatiotemporal matching problems that are typical 
for a dynamic setting. Our users are involved in the 
process of reaching a spatial goal together with the 
robot in a wayfinding setting. The particular 
challenge in our framework lies in reaching mutual 
agreement in relation to the actual surroundings in 
spite of the fact that humans' and robots' 
spatiotemporal concepts differ in crucial respects.  

Related work also focusing on route descriptions 
is addressed, for example, by the Instruction-Based 
Learning group (e.g, Bugmann et al. 2004), and by 
MacMahon et al. (2006). Our current focus is on a 
detailed qualitative analysis of the discourse flow 
between human and robot, using a realistic interac-
tion scenario with uninformed users that is tailored 
to the actual technological requirements. This par-
ticular approach is not to our knowledge adopted 
elsewhere (though see Gieselmann & Waibel 2005 
for a different scenario), but is specifically needed 
to establish and improve the relationship between 
implemented functionalities and humans' intuitive 
reactions at being confronted with an autonomous 
transportation device. In this paper, we first de-
scribe our approach including earlier empirical re-
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sults and a sketch of the first version of our dia-
logue model. Then we present the results of an-
other empirical study testing the model, discuss the 
ensuing improvements, and conclude by outlining 
the next steps in this iterative process.  

2 Previous work 

One of the prominent aims in the SFB/TR 8 Spatial 
Cognition (Bremen/Freiburg)1 is to enable smooth 
and efficient spatiotemporally embedded language-
based interaction between humans and robots. For 
this purpose we explore uninformed users' natural 
preferences in tasks resembling the future func-
tionalities of our robots in basic respects, coupling 
technological development with empirical investi-
gations. In the long run, our system will implement 
ontological knowledge as described in Hois et al. 
(2007), the development of which is also based on 
our targeted empirical findings, in addition to a 
careful examination of the existing literature on 
spatial language semantics and usage (Tenbrink 
2007). Our dialogue system architecture is de-
scribed in Ross et al. (2005). While the system it-
self is not restricted to application in a particular 
robot, we focus here on an application with the 
autonomous wheelchair "Rolland" (Lankenau & 
Röfer 2000). In Shi & Tenbrink (forthc.), we de-
scribe the first steps in adapting the system for an 
indoor route description scenario. The main focus 
in that work is on matching the users' spontaneous 
utterances with the robot's implemented conceptual 
route graph (Krieg-Brückner & Shi 2006). In the 
following we summarize the results.  

2.1 Empirical results 

Our first empirical study was designed to collect 
spontaneous utterances and examine users' general-
ized strategies in a scenario resembling the tar-
geted robotic task. Our users were told to move 
with the robotic wheelchair through an office envi-
ronment and describe a range of places and loca-
tions to the robot. After that, they were asked to 
instruct the robot to move to one of these places.  

From the collected natural language data, we ex-
tracted the following potentially problematic con-
sequences of our users' linguistic choices and 

                                                 
1 Funding by the DFG is acknowledged. Also, special 
thanks to Kerstin Fischer who was crucially involved in 
the preparation of the empirical work reported here. 

strategies. Most typically, the utterances may con-
tain a reference to an object or location in the real 
world that the robot is incapable of resolving. This 
may be due to the vocabulary available to the ro-
bot, to the name tags attached to objects and loca-
tions in the robot's internal map, to the user's em-
ployment of a different expression than that ex-
pected by the robot, or to the robot's inability to 
establish the exact spatial relationship that the user 
refers to. The latter point is enhanced by the fact 
that natural spatial utterances are typically under-
specified (Tversky & Lee 1998); they only point to 
a vague spatial direction that needs to be matched 
to other knowledge sources, and they often lack 
information about a required ingredient (such as 
the relatum). Since the robot's perceptual abilities 
differ from the human's, there is a high potential 
for mismatches especially in the (normal) case of 
underspecification. On top of that, the utterances 
we collected in our scenario reflect a high degree 
of uncertainty on the part of the users.  

A different problem is that users are unsure 
about the level of granularity or detail suitable for 
the instruction. Some instructions directly refer to 
the goal location, while others only give directional 
information such as "straight on – to the left". 
Since the robot has access to higher-level informa-
tion, this method is not efficient as it leads to a 
continuous need for interaction. Also, to match 
instructions with the implemented conceptual route 
graph, the robot needs information about spatial 
boundaries of the route segments, which is often 
not provided, at least not explicitly. The informa-
tion provided by the users is also often too vague 
to be matched to the robot's knowledge. 

2.2 Dialogue system 

The first version of our proposed dialogue model 
was designed to deal with each of the identified 
problem areas. In the case of reference resolution 
problems, underspecification, and missing bounda-
ries, the robot asks for more information. If a con-
flict between the description and the robot's inter-
nal map is detected, the robot makes an assertion to 
inform the user about this disparity. In case of am-
biguities, the robot may provide a suggestion to the 
user. These ideas were integrated within a dialogue 
model based on the COnversational Roles model 
(COR) (Sitter & Stein 1992). Figure 1 shows a de-
piction of a clarification subdialogue ask(robot, 
user), initiated by the robot, a part of the dialogue 
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model. In the diagram request, reject, accept, sug-
gest and assert are dialogue acts, while instruct 
(user,robot) is another subdialogue within the dia-
logue model. Circles represent dialogue states; the 
marked one is the final state. The subdialogue 
instruct(user,robot) may involve iterative 
processes such as those described by Clark & 
Wilkes-Gibbs (1986), in which the agreement on a 
particular kind of reference may take several turns. 

 
Figure 1 Clarification subdialogue 

Our examination of the collected data shows that 
our formal model should theoretically capture the 
majority of the potential communication problems 
identified on the basis of the (monological) first 
study. In order to account for dynamic dialogue 
processes, and to put the dialogue model to the 
test, we conducted a second study in which the 
robot reacted verbally to the users' utterances. This 
is particularly important since our cases of 
clarification relate neither directly to the semantic 
nor the pragmatic level of understanding (cf. 
Schlangen 2004), but rather, to the cognitive 
domain: the robot needs to know precisely how the 
users' cognitive representation should be matched 
to its own internal conceptual map. Therefore, 
standard clarification mechanisms such as various 
forms of reprises or clausal, constituent, or lexical 
clarifications (Purver et al. 2003) do not readily 
apply in this particular situationally embedded 
domain of interaction. Our second study is 
presented next.  

3 Empirical investigation 

17 German and 11 English native speakers partici-
pated in this experiment. The setting in this second 
study exactly matched that of the first, except that 
in this case, in the second (route instruction) phase 
a human "wizard" was seated behind a screen who 
triggered prefabricated robotic utterances follow-
ing a certain schema based on the dialogue model 

developed before. The schema was devised based 
on our knowledge about the range of variability in 
the users' spontaneous utterances, as gained from 
the first study. The wizard's instructions were as 
follows: If the user simply states the goal location 
or reference to a room without providing further 
information, the robot informs the user that this 
location is unknown to it, and requests further in-
formation. If the user provides an underspecified 
spatial direction such as "then left", the robot sug-
gests a precise location to turn according to its in-
ternal knowledge, or requests clarification in a 
number of predefined ways, formulated so as to 
induce the speaker to provide the relevant informa-
tion on a suitable level of granularity. These reac-
tions account for those cases in which boundaries 
cannot be inferred from probable interpretations of 
combined utterances (which should often be 
possible at least to a certain degree). The wizard 
could also assume a representation mismatch and 
react by letting the robot assert: "Sorry, this does 
not match with my internal map". Thus, using a 
range of preformulated utterances, the wizard was 
able to produce a reasonably natural dialogue with 
the user without natural language generation while 
sounding "automatic" as suitable for the robot. The 
design was intended to presume a high amount of 
mismatch and need for clarification (Fischer 2003). 

As before, the linguistic data were recorded, 
transcribed, segmented into TCUs, ("turn construc-
tional units", cf. Selting 2000),2 and analyzed using 
the methodology of a detailed qualitative discourse 
analysis. In particular, since we are interested in 
the cognitive elements and spatial information con-
tent, we categorized the route instruction data with 
respect to whether each TCU contained: 

1. a directional or motion-based term, such as 
"straight on" or "turn left" 

2. a reference to a spatial location: either a 
landmark (or sub-goal) or the goal itself, 
e.g., "go to the office" 

3. a reference to a path entity ("the hallway"). 
These distinctions were further examined with re-
spect to whether the landmarks or (sub-)goals in 2. 
as well as the path entities in 3. were spatially an-
chored as in "the office on the left" or "the first 
                                                 
2 TCUs are defined on the basis of interactionally rele-
vant completion, taking syntactic, semantic, pragmatic 
linguistic evidence as well as activity-related factors 
into account. 

ask(robot,user)

robot.suggest 

robot.request 

robot.assert 

user.reject 

user.accept 

instruct(user,robot)
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hallway on the left", and whether they occurred 
together with a path-describing term such as "past 
the office" or "down the hallway". These aspects 
reflect insights on basic elements of route descrip-
tions (e.g., Denis et al. 1999, Gryl et al. 2002). A 
specific spatial segment could be described in full 
by combining all three categories: "go straight on 
down the hallway in front of you towards the third 
office on your right". However, most TCUs con-
tain only parts of this information. Other parts may 
be expressed in or inferable from adjacent TCUs. 
The component analysis serves here for a first 
evaluation of the data, though they cannot capture 
the intricate diversity of the users' distinctions (cf. 
Klippel et al. in press). More detailed annotations 
are possible and desirable for our subsequent work, 
for instance, integrating qualitative and quantita-
tive distance and orientation information (which 
plays a minor role for the present analysis). In ad-
dition to the component-related analysis (section 
3.1), we pursued a procedural approach by analys-
ing the development of particular stretches of dis-
course in detail. In sections 3.2 through 3.4 we pre-
sent the generalized results of this analysis in rela-
tion to the utterance categories presented in 3.1 
along with a number of examples.  

3.1 Component analysis 

In the 11 English and 17 German dialogues, we 
identified 123 English and 244 German TCUs 
produced by the user and directed to the robot. In 
the following, we do not differentiate further 
between the languages since we do not focus on 
language differences here. 103 (less than one third) 
of the TCUs were non-spatial (such as answering 
"Yes" to a robot's question).  

Of the remaining 264 TCUs, about one third 
(31.44%) were purely direction-based (category 1). 
Almost half of the 264 TCUs (45.08%) contained 
mention of a location (category 2); one-third of 
these were neither spatially anchored nor part of a 
path-description; rather, they presupposed knowl-
edge of the mentioned place, as in "go to the stuga-
room". Almost one-third (29.55%) of the 264 
TCUs contained a path entity (category 3), half of 
these occurring together with a path-describing 
term, and one-third specifying the path entity spa-
tially. Thus, as with landmark entities, the identity 
of path entities is typically presupposed. We now 
turn to a closer look at a number of samples in or-
der to investigate the success of our first dialogue 

model reflected by our wizard's reactions. Here we 
did not establish abstract categories for measuring 
dialogic success, as we felt this would not do jus-
tice to the flexibility of the discourse processes. 

3.2 Smooth dialogue with clarifications  

Some of the dialogues turned out to be entirely 
unproblematic, they appeared to be completely 
covered by the dialogue model and did not exhibit 
any communication problems. Here is an example 
(D1) (numbers in brackets refer to pauses in 
seconds; the examples segment the utterances here 
into idealized turns rather than TCUs).  
 ROBOT I'm ready. 

 USER please go to the stugaraum 
ROBOT Oh, I'm sorry, I must have missed that location. 

Can you please explain to me how to get there? 
USER leave this room (1) then (2)  turn left (2) follow the 

hallway (2) and then take (1) another left 
ROBOT Is this the first possibility to turn? 
USER yes (2) then continue left continue down that 

hallway 
ROBOT Up to which point do I go straight? 
USER you go straight until the last room on the left side 
ROBOT Okay, I think I got it. I am taking you to the 

Stugaroom now. 
USER okay go 
ROBOT I am sorry, my batteries are too low. Please 

recharge them first.  

This example shows how the speaker first assumes 
full knowledge on the part of the robot, by simply 
referring to the goal location (category 2). The 
clarification question induces the speaker to pro-
vide more specific information structured in seg-
ments according to relevant decision points, em-
ploying categories 1 and 3. Then the robot suggests 
that the left turn is the first possibility to turn, 
which is confirmed. Utterances of category 2 (here: 
"continue down that hallway") are underspecified 
with respect to the end boundary, motivating an-
other clarification question by the robot. The user 
gives the information, and the robot is satisfied.  

3.3 Shift of granularity level 

Some utterances do not reflect a level of 
granularity that is suitable for the robot. Our 
preformulated utterances in some cases success-
fully motivated a shift in this respect as intended 
by the form of the robot's requests, as shown in the 
following example D2. 

USER to go to the stugaroom (1) turn (4) 180 degrees (2) 
exit (1) room three four four zero. turn (1) left (3) 
go straight (1) ahead 
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ROBOT Up to which point do I go straight? 
USER to the - I don't know (5) go straight (1) turn left to 

the (3) to the copy room (3)  
ROBOT When I'm left of the room with the photocopying 

machine, what do I do? 
USER you go straight until (1) you get to the stugaroom 

The user starts out with category 1 descriptions 
accompanied by hesitations and pauses, omitting 
information about the boundaries of actions. After 
the robot's first question the user starts to mention 
places (category 2) but seems to be uncertain about 
the correct spatial relations. The robot's second 
question then seems to encourage the user so that 
the last part of the route instruction is provided 
fluently and on a level of granularity more directly 
matching the robot's internal spatial knowledge 
(combing categories 1 and 2). – In the following 
example D3, the robot asserts confusion with re-
spect to its internal map: 

ROBOT tut mir leid, aber das passt jetzt gar nicht zu meiner 
internen Karte. (I'm sorry, but this does not match 
with my internal map).  

USER hm    
ROBOT bis wohin fahre ich geradeaus? (Up to which point 

do I go straight?)   
USER bis zur  zweiten Linkskurve (until the second left 

turn) 

Here, the robot's request for a spatial goal serves to 
remedy the confusion and is readily taken up by 
the user. 

3.4 Spatiotemporal congruity 

As exemplified by the previous examples, our pre-
formulated answers turned out to be successful 
whenever they fit sufficiently to the user's descrip-
tions by precisely filling in gaps or underspecifica-
tions. However, these clarifications need to be pre-
cisely temporally adjusted; as Rieser & Moore 
(2005:245) point out, "clarification should not be 
postponed, and immediate, local management of 
uncertainty is critical." Our example D4 illustrates 
how a very slight delay may cause confusion and 
non-clarification of the underspecified item.  

USER you turn left, go straight, turn…    
ROBOT Up to which point do I go straight?    
USER after the copyroom continue straight 

The question about when exactly to cease going 
straight remains unanswered; the user essentially 
blends the next route segment (which involves 
going straight) with the robot's question. This 
confusion is due to the users' choice of rapidly 
sequencing category 1 utterances that leave 
boundaries underspecified, which according to the 

dialogue model triggers the robotic reaction of 
explicitly asking for boundaries.  

Getting back on track is extremely difficult once 
the discourse flow has been interrupted in an 
unsuitable way. This may lead to confusions in the 
represented spatiotemporal sequence, as in the 
following example D5. 

USER wenn wir aus dem Raum A 3440 heraus fahren 
biegen wir links ab fahren dann geradeaus (coming 
out of the room A 3440 we turn left and then go 
straight) 

ROBOT wo soll ich abbiegen?  (where should I turn?) 
USER links. dann an der nächsten Abbiegemöglichkeit 

nach links biegen wir dort ab (left. then at the next 
possibility to turn left we turn).  

Here, the robot's question is probably intended to 
refer to the user's description of going straight. But 
the user mentally goes back to the previous 
expression turn left, and then returns immediately 
to the point where he was interrupted. Matching 
this kind of non-sequential information to the 
robot's internal map is certain to cause severe 
problems. In this case, the user's interpretation of 
the robot's clarification question could probably 
have been avoided if the robot had acknowledged 
the user's description so far (by saying "Okay" 
prior to asking the question), so that the user 
knows the question refers to the current route 
segment rather than a previous one.  

3.5 Discussion 

Our analysis of utterance components shows that a 
substantial amount (one third) of speakers' spon-
taneous route descriptions towards the robot were 
based purely on spatial directions, rather than pro-
viding information about the boundaries of a route 
segment or the location of a spatial goal or sub-
goal (landmark). Taken by itself, this result is simi-
lar to our monologic study reported in Shi & Ten-
brink (forthc.) where the proportion of purely di-
rectional TCUs is nearly 40%. Such instructions 
are informative when given together with addi-
tional information in adjacent turns (Tversky & 
Lee 1998). However, the robot may not always be 
able to integrate this information suitably, given 
the implemented features of the conceptual Route 
Graph. Also, some of our participants relied en-
tirely on underspecified directional information, 
leading to the need to infer implicit actions 
(MacMahon et al. 2006). In both cases, a sophisti-
cated dialogue model can support the inference 
processes by filling in missing information with 
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respect to both the implemented spatial model, and 
the real world in which the interaction takes place.   

The present Wizard-of-Oz study was 
purposively designed to assume more mismatches 
than would normally be the case using any 
sophisticated spatial language understanding 
system. Nevertheless, the need for conceptual 
clarification questions will remain, particularly 
with increasing spatiotemporal complexity. Such 
procedures are well known also from human-
human interaction (which may be assumed as a 
"gold standard" for our research), e.g., Filipi & 
Wales (2004). In the present study, the clarification 
attempts by the robot worked best for the discourse 
flow when they could be integrated into the user's 
current mental representation of the spatial as well 
as the discourse situation. In other cases, 
clarification questions could induce spatiotemporal 
distortions not encountered in our previous mono-
logical experiments (Shi & Tenbrink forthc.), thus 
complicating the dialogue rather than enhancing it.  

Robotic requests that include a new starting 
point, such as "When I am left of the room with the 
photocopying machine, what do I do?" were taken 
up easily by the users especially in cases of earlier 
confusion. To generalize this idea, it is important 
that the robot informs the user about its current 
state of knowledge in as much detail as possible, 
and suggests a solution concerning how to proceed 
further. This will be specifically helpful in the case 
of spatiotemporal sequencing confusions. Also, it 
is important that the robot acknowledges what it 
has understood so far, to let the user know where 
exactly there is an information gap that needs to be 
filled in, and to align the spatiotemporal concepts 
that the interactants are currently referring to. 
These results are related to Rieser & Moore's 
(2005) finding that it is better for systems to ask 
for confirmation of a hypothesis than to merely 
signal non-understanding. 

In general, our brief investigation of a situated 
dialogic interaction in which a robot's reactions 
were simulated shows that requesting clarification 
about spatial representations is a non-trivial 
endeavour in which even slight deviations in 
timing or in confirming common ground may lead 
to severe distortions (see also Stoia et al. 2006). 
With a real robotic system, speech recognition 
problems will complicate the situation consider-
ably (Moratz & Tenbrink 2003), although more 
standard clarification procedures (Purver et al. 

2003, Schlangen 2004) are then applicable to cover 
some of the problems. 

4 Improvement of the dialogue model  

Regarding the results of our analysis, the dialogue 
model used as motivation for the empirical studies 
(cf. section 2.2) needs to be extended. This con-
cerns, in particular, an improvement of the clarifi-
cation procedures, the amount of feedback pro-
vided by the robot, and a more precise matching 
process between system knowledge and the lin-
guistic input by the user. Specifically, the precise 
discourse history is important since specific re-
quests providing information about successfully 
integrated knowledge are more useful than generic 
clarification questions, as motivated above. More-
over, the robot's internal map represented as a 
Conceptual Route Graph and the robot's current 
position on the map should be used for informing 
the user in detail about current disparities, in order 
to classify various requests, and to make precise 
suggestions (see below). In the former version, this 
information was only used to detect mismatches, 
not to inform the user within the clarification sub-
dialogues. To achieve an effective and natural dia-
logue with users, the dialogue model needs to take 
account of information from both dialogic and in-
ternal sources. Consequently, the first extension of 
the dialogue model augments it by integrating the 
dialogue history as well as the internal map with 
the robot's current position (denoted as [H, M]). 
The COnversational Roles model is a generic 
situation-independent dialogue model. Dialogue 
models based on the COR model cover discourse 
patterns that are independent of the dialogue 
context. By integrating the dialogue history as a 
parameter in the extended dialogue model we add a 
crucial element from the well-known information 
state approach (Traum & Larsson 2003) into the 
dialogue modelling process. As a result the model 
benefits from both approaches: the flexibility of 
the information state approach and the well defined 
structure of the COR based modeling approach. 

With respect to the mapping of user utterances to 
the robot's internal map, the general utterance "this 
does not match with my internal map" did not 
seem to be helpful for the users but rather caused 
confusion (cf. D3). Precise suggestions such as "Is 
this the first possibility to turn?" seemed more 
promising (cf. D1). In our improved model, we 
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substitute the three simple dialogue acts, request, 
assert and suggest (see Fig. 1 above) by subdia-
logues. Each subdialogue uses the discourse his-
tory and the internal map representation to support 
detailed classifications. Figure 2 represents the 
sample subdialogue request(robot,user). First, the 
robot acknowledges the part of the instruction that 
it has understood, based on [H, M]. The user can 
react by rejecting this account and providing a fur-
ther instruction, in which case the robot does not 
formulate the request in the intended way. How-
ever, if the user does not react or reacts by accept-
ing the robot's description, the robot continues by 
requesting information about entities, boundaries, 
or orientations, depending on the current require-
ments, in a way that is aligned to the users' descrip-
tions as much as possible (using the dialogue his-
tory). The dialogue will then continue with the user 
providing the missing information. 

 
Figure 2  'Request' subdialogue 

5 Conclusion and Outlook 

We presented a detailed qualitative analysis of a 
Wizard-of-Oz study specifically tailored to the in-
tended functionalities of the robotic wheelchair 
Rolland, employing the first version of our dia-
logue model. Results show that the model is suc-
cessful in encouraging the user to provide missing 
information and to use a suitable level of granular-
ity. However, clarification questions from the robot 
need to be formulated and placed with specific 
care, as even slight confusions and temporal mis-
placements of the robot's utterances can lead to 
severe communication problems and distortions of 
the user's spatiotemporal representation. Our pro-
posed solution is to let the robot inform the user 
about its internal state of knowledge in as much 
detail as possible, and to formulate requests and 
suggestions in a way that is aligned to the user's 

descriptions. The next step in our iterative ap-
proach is to test this revised model empirically. 

The construction of dialogue models is the first 
step towards the development of dialogue systems 
based on empirical findings. We are now develop-
ing a general approach to specify straightforwardly 
Recursive Transition Networks in a formal specifi-
cation language, using the model-checker tech-
nique to analyse features, complexity and coverage 
of dialogue models. Then, dialogue models will be 
constructed from empirical data by extracting the 
discourse patterns from annotated dialogues, and 
analysing the relations between discourse patterns 
and dialogue models. This procedure will enable us 
to assert how many dialogues fall into a given dia-
logue model, which may serve as a basis for evalu-
ating a dialogue's success and efficiency and com-
paring various instances of dialogue systemati-
cally. This approach also supports the mechanical 
comparison of dialogue models and can thus be 
used in the dialogue model evaluation process in 
future iterations.  
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