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Abstract 

We propose dynamically selecting n for n-
best outputs returned from a dialog system 
module. We define a selection criterion 
based on maximum drop among probabili-
ties, and demonstrate its theoretical proper-
ties. Applying this method to a dialog-act 
detection module, we show consistent 
higher performance of this method relative 
to all other n-best methods with fixed n. 
The performance metric we use is based on 
ROC area.   

1 Introduction 

Recent years have seen increasing application of 
machine learning in dialog systems. From speech 
recognizer, to natural language understanding and 
dialog manager, statistical classifiers are applied 
based on more data available from users. Typi-
cally, the results from each of these modules were 
sent to the next module as n-best list, where n is a 
fixed number.  
 
In this paper, we investigate how we can dynami-
cally select the number n for n-best outputs re-
turned from a classifier. We proposed a selection 
method based on the maximum drop between two 
adjacent probabilities of the outputs, where all 
probabilities are sorted from the highest to lowest. 
We call this method n*-best selection, where n* 
refers to a variable n.   
 
We investigated the theoretical property of n*-best, 
particularly its optimality relative to the fixed n-
best where n is any fixed number. The optimality 
metric we use is ROC (Receiver Operating Charac-

teristic) area, which measures the tradeoff of false 
positive and false negative in a selection criterion. 
We test the empirical performance of n*-best vs. n-
best of fixed n for the task of identifying the confi-
dence of dialog act classification. In two very dif-
ferent datasets we use, we found consistent higher 
performance of n*-best than n-best for any fixed n.  
 
This paper is the first attempt in providing theo-
retical foundation for dynamically selecting n-best 
outputs from statistical classifiers.  The ROC area 
measure has recently been adopted by machine 
learning community, and starts to see its adoption 
by researchers on dialog systems.  
 
Even though n*-best method is demonstrated here 
only for dialog act detection domain, it can be po-
tentially applied to speech recognition, POS (part-
of-speech) tagging,  statistical parser and any other 
modules that return n-best results in a dialog sys-
tem.  

2 Dynamically selecting n for n-best out-
puts 

The n-best method has been used extensively in 
speech recognition and NLU. It is also widely used 
in machine translation (Toutanova and Suzuki, 
2007). Given that the system has little information 
on what is a good translation, all potential candi-
dates are sent to a later stage, where a ranker 
makes a decision on the candidates. In most of 
these applications, the number of candidates n is a 
fixed number. The n-best method works well when 
the system uses multi-pass strategy to defer deci-
sion to later stage.  

2.1 n*-best Selection 

We call n*-best a variant of n-best where n is a  
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variable, specifically the n*-best method selects 
the number of classes returned from a model, such 
that the number n* satisfies the following property: 

)(maxarg* 1+−= nn
n

ppn              (1) 

where and  are the probabilities of class n 
and class n+1 respectively. In other words, n* is 
the cut-off point that maximizes the drop

np 1+np

1+− nn pp . 

2.2 Theoretical Property of n*-best 

We have the following observation: When the out-
put probabilities are ranked from the highest to the 
lowest, the accumulated probability distribution 
curve is a concave function.   
 
We further show that our derivation of n* is 
equivalent to maximizing the second derivative of 
the accumulative probability curve, when the num-
ber of classes approaches infinity. In other words,  

))1(''(maxarg* +−= nPn
n

, 

Due to the page limit, we omit the proof here.  
 

3 Evaluation Metric 

To compare the performance of the n*-best method 
to n-best selection of fixed n, we need to define an 
evaluation metric. The evaluation is based on how 
the n-best results are used.  

3.1 The Task: Dialog Act Detection 

The task we study here is described in Figure 1. 
The dialog-act classifier uses features computed 
from the parse tree of the user utterance to make 
predictions on the user’s dialog acts. 
 
The n-best results from the dialog-act classifier are 
sent to the decision component that determines 
whether the system is confident about the result of 
the classifier. If it is confident, it will pass the re-
sult to later stages of the dialog system. If it is not 
confident, the system will respond “I don’t under-
stand” and save the utterance for later training.  
 
The decision on how confident we are about inter 
preting a sentence translates into a decision on 
whether to select that sentence for re-training. In 
this sense, this decision problem is the same as 
active leaning.  

 

   
Figure 1. Detection Dialog Act with Confidence 
 

3.2 Error Detection as Active Learning 

Let S be the collection of data points that are 
marked as low confidence and will be labeled by a 
human. Let N2 be the set of all new data. Let h be 
the confidence threshold and n the number we re-
turn from n-best results. We can see that (Figure 2) 
S is a function of both n and h. For a fixed h, the 
larger n is, the smaller S will be.  

 
Figure 2 The Decreasing set of S as n increases 
 
Our goal is to choose the selection criterion that 
produces a good S. The optimal S is one that is 
small and contains only true negative instances.  
 
In active learning research, the most commonly 
used evaluation metric is the error rate  (Tur et al, 
2005; Osugi et al, 2005). The error rate can also be 

written as 
FPTP

TP
+

−1 , where TP is the number 

of true positives and FP is the number of false 
positives. This measure does not capture the trade 
off between giving the user wrong answers (false 
positive) and rejecting too many properly classified 
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user utterances (false negatives). We find a better 
measure that is based on ROC curve.    

3.3 ROC curve and ROC Area 

ROC (Receiver Operating Characteristic) curve is 
a graphical plot of the fraction of true positives vs. 
the fraction of false positive.  ROC curve is an al-
ternative to classical machine learning metrics such 
as misclassification rate.  
 
An ROC space is defined by FPR (False Positive 
Rate) and TPR (True Positive Rate) as x and y axes 
respectively, where 

    
TNFP

TNFPR
+

−= 1 ,   
FNTP

TPTPR
+

=  

The best possible prediction method would yield a 
point in the upper left corner or coordinate (0,1) of 
the ROC space, representing the case in which all 
only true positives are returned by a particular 
model. The 45 degree diagonal line is called the 
no-discrimination line and represents the classifier 
that returns the same percentage of true positive 
and false positive.  
 

 
     Figure 3. ROC curve and ROC area  

4 Experimental Results 

We tested the performance of our n*-best method 
on two datasets. The first dataset contains 1178 
user utterances and the second one contains 471 
utterances. We use these two sets to simulate two 
situations: Case 1, a large training data and a small 
testing set; Case 2, a small training data and a 
large testing set. 

4.1 Experimental data 

All utterances in both datasets were hand labeled 
with dialog acts. There can be more than one dia-

log act associated with each utterance. An example 
of training instance is: “(a cheap restaurant), 
(Query:restaurant, Answer, Revision)” the first 
part is the user utterance, the second part (referred 
as ) is the set of human-labeled dialog acts. In 
total, in the domain used for these tests, there are 
30 possible user dialog acts. 
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We compared n*-best with fixed n-best methods 
with n from 1 to 6. For each of these methods, we 
calculate TP, FP, TN and FN for values of the 
threshold h ranging from 0.1 to 1 in steps of 0.05. 
Then we derived TPR and FPR and plotted the 
ROC curve.  
 
Figure 4 shows the ROC curves obtained by the 
different methods in Case 1. We can see that the 
ROC curve for n*-best method is better in most 
cases than the other methods with fixed n. 
 
Figure 5 shows the ROC curves in Case 2, where 
the model is trained on a small dataset and tested 
on a large dataset. We can see that the ROC curves 
for all methods are nearer to the non-
discrimination line than in the previous case. This 
suggests that the classifier has a lower discrimina 
tion quality given the small set used for training. 
However, the n*-best method still out-performs the 
other n-best methods in the majority of scenarios. 
 

ROC curves for Case 1
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Figure 4. ROC curves from n*-best and n-best  
 
To get a summary statistics, we calculated the size 
of the ROC area. Figures 6 and 7 plot the size of 
the ROC area of the various methods in the two 
test cases. We can see that n*-best out-performs all 
other n-best methods.  
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ROC curves  for Case 2
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Figure 5. ROC curves obtained by n* and n-best .  
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Figure 6. ROC Area for n*-best and n-best  
                  (n* is represented as n=0) 
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     Figure 7. ROC Area for n*-best and other n-best  
                  methods  (n* is represented as n=0) 

5 Conclusions 

We propose dynamic selecting n for n-best outputs 
returned from a classifier. We define a selection 
criterion based on maximum drop among prob-
abilities, and call this method n*-best selection. 
We demonstrate its theoretical properties in this 
paper.  

 
We measured the performance of our n*-best 
method using the ROC area that has been designed 
to provide a more complete performance measure 
for classification models. We showed that our n*-
best achieved better ROC curves in most cases. It 
also achieves better ROC area than all other n-best 
methods in two experiments (with opposite proper-
ties).  
 
Our method is not limited to detection of dialog 
acts but can be used also in other components of 
dialog systems.   
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