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In the model of the machine translation (MT)

pyramid, natural language generation (NLG) had a

prominent role and was considered an essential part

of the MT process for interlingual and transfer ap-

proaches. But with the rise of shallow statistical MT

(SMT) approaches, the role of NLG has disappeared

almost completely. In this abstract, I take the po-

sition that NLG is also relevant to SMT and SMT

research. I start with a discussion of similarities and

differences among components of NLG and SMT. I

follow this with a discussion of some ideas of how

NLG can contribute to future research in SMT.

Components in MT and NLG can be classified

in terms of two orthogonal dimensions: depth and

modeling approach. Depth refers to the level of rep-

resentation the components operate on: shallow sur-

face words in full inflected form or deeper linguistic

representations such as morphological, syntactic and

semantic annotations. In principle, there is no par-

ticular dependence among the different depths from

a modeling point of view. For example, syntactic

models can be done over inflected words, their mor-

phological abstractions, or just parts-of-speech. The

degree of trade-off between sparsity and simplicity

differs for different languages with varying degrees

of morphological complexity.

In terms of modeling approach, components can

be built using manual human “learned” rules (HL) or

machine learned (ML) rules. There are many possi-

ble instances in between these two extremes that can

include different degrees of manual human interfer-

ence in pure machine learning: restricting the ma-

chine to a specific space of linguistic rules or more

abstractly to a formal space of allowable linguistic

rules.

These two dimensions are orthogonal. HL

components tend to be deep as in traditional

“symbolic/rule-based” MT and NLG, but can also be

shallow as in templates in NLG or word-based MT.

ML components tend to be shallow as in phrase ta-

bles in MT and n-gram language models for MT and

NLG (Brown and Frederking, 1995; Langkilde and

Knight, 1998). But much research has been going

on in using deeper representations in MT (Collins

et al., 2005) and language modeling (Bangalore and

Rambow, 2000).

All positions on both dimensions come with dis-

advantages – there is no obvious “sweet spot”

on this two-dimensional continuum. For instance,

both linguistic and surface models are prone to

hallucinating/over-generating constructions that are

suboptimal or flat-out wrong. These can be a re-

sult of ML misalignment or HL over-abstraction.

Similarly, HL may be more concise and less redun-

dant compared to ML, but it tends to miss a lot of

“less obvious” cases. Additionally, both are prone to

coverage limitations, whether it be the domain and

genre of the corpus or the focus of the linguist pro-

ducing the data to build the model.

It is possible to define a common framework for

MT and NLG in which every component of MT

or NLG can be categorized as either (1) meaning-

preserving transformation, whether one-to-one or

one-to-many (or even many-to-many) or (2) hy-

pothesis reranking using features from any part of

the system. In the context of meaning-preserving

transformations, sharable resources between NLG

and MT have to be monolingual. These include

resources that map one language into itself such

as categorial variation (Habash and Dorr, 2003) or

WordNet-based synset expansion (Fellbaum, 1997);

and resources that map from a deep representation
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to a shallower one such as morphological genera-

tors (Habash, 2004) or interlingual lexicons (Dorr,

1993). Components in the context of reranking

can be shared by both MT and NLG, as in n-gram

language models or syntax-based language mod-

els (Brown and Frederking, 1995; Langkilde and

Knight, 1998; Bangalore and Rambow, 2000).

Within the framework described above, the main

difference between end-to-end MT and NLG is their

input representation: MT expects shallow surface

words in a different (source) language whereas NLG

expects typically a deep representation that is in

principle language-independent. In the degenerate

case of considering source-language shallow words

as the input representation for NLG, NLG and MT

would be equivalent. Therefore any integration of

components distinctly from NLG into SMT must

necessarily use deeper representations. This entails

the presence of generation’s dual process, analysis,

to produce the representation on which NLG compo-

nents will operate. This is an added cost for shallow

SMT.

For shared components, such as language mod-

els, improvements done in the NLG community can

transfer easily to SMT, obviously. However, deeper

integration can be more involved. NLG components

can be used to perform expansions on the target lan-

guage side that fill gaps in SMT models. This is

very helpful particularly when translating into mor-

phologically rich languages such as Arabic (Habash,

2004) or Turkish (Oflazer, 1993). For these lan-

guages, the cost of modeling the complex but regu-

lar morphology is cheaper than acquiring more data.

Expansions of the SMT hypothesis space using NLG

components operating at deeper levels such as se-

mantics are also possible (Dorr and Habash, 2002).

Here, NLG components (operating on the target lan-

guage through analysis and back generation) extend

the SMT target-language search space with alterna-

tive paraphrases that are included in the reranking.

Although NLG is typically expected to be a later

component producing the target language, this is

not a necessity. For instance, models of syntac-

tic ordering can be in principle separated from sur-

face realization, which can be handled using shal-

low phrase tables. Here, unlexicalized syntactic or-

dering models from NLG can be used to order syn-

tactic structures with source-language words before

translating them using phrase-table entries. Also,

linguistic expansions do not have to be limited to

the target language: analyzing and back-generating

the source language can provide alternative morpho-

logical forms and paraphrases that can increase the

likelihood of matching against the SMT phrase ta-

ble.

As demonstrated with the examples above, there

is a large space of possibilities for integrating com-

ponents and ideas from NLG into SMT.
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