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Abstract

In order to overcome some shortcomings of
previous machine translation (MT) evalu-
ation methods, mainly pertaining to the dif-
ficulty of measuring actual linguistic qual-
ity (if possible in an automated way), a
metric based on the distributional features
of grammatical categories within the scope
of the Law on Anomalous Numbers was de-
vised : the text is tagged for parts-of-speech
and these are computed into a positional
distribution. The deviation of the latter
from said law indicates translation errors,
which alone is useful in diagnostic evalu-
ations but is also of importance to theoret-
ical linguists.

1 Introduction

The MT evaluation community has contributed a
great number of approaches over the years but
there are two problems which hamper progress in
the field: first, generic evaluation techniques have
always been considered difficult to achieve due to
the specificity of user needs (King & Falkedal,
1990:1 ; Spark & Galliers, 1996:70); second,
measuring the essential feature of MT i.e. text
quality is a very complex task (Hovy et al., 2002:5)
due to the many possible planes of analysis that it
implies. The response to the former has been to
design adaptative frameworks like EAGLES
(EWG, 1996) or ISLE (described in Hovy et. al.,
2002:4), the risk being to minimize the perform-
ance of core technologies factor as set forth by
DARPA (White, O'Connell & O'Mara, 1994:intro-
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Natural language generated by means of
computer software indeed disrupts an equi-
librium that lies in the syntax-semantics re-
lations, because a text may seem well-
formed while being nonsense all the same.
The reason is grammatical categories are
primitive constructs controlled by semant-
ic categories and structures into which they
fit. Studying MT output is about identify-
ing software issues but also raising interest-
ing questions for linguists to address : why
is it that parts-of-speech are organized (of
course not necessarily in a uniform way
across languages) along the lines of other
human and natural constructs, as demon-
strated herein? What is their ontological
status? etc.

duction). As to the latter, the quest for objective
metrics - preferably automatable ones - that would
grasp text quality has lead to mainly statistical cri-
teria, the risk being to abstract away from linguist-
ic quality. For example, in the BLEU algorithm
(Papinemi, 2001:2-3), the distance between any
translation and a set of reference translations stems
from a calculus involving #-gram similarity (modi-
fied unigram precision) deemed to mirror transla-
tion quality criteria adequacy and fluency. It only
rests on word counts though, so the linguistic level
cannot be directly invoked.

The present paper seeks to cope with both prob-
lems by asserting the priority of linguistic quality
in MT output assessment over any other criterion
because that is fundamentally what the end user
needs. To pursue this aim, a method which would
incorporate linguistic content into a generalizable



framework is needed, other than statistical equaliz-
ations of human judgements a la ALPAC (1966).

What follows is basically the result of an invest-
igation into the very nature of traditional grammat-
ical categories in the wake of Aristotle, viz. nouns
as "substance", determiners as "quantity", adject-
ives as "quality", verbs as "action / affection", just
to name a few. We aim at demonstrating that the
distribution of categories may be generalizable -
although categories are not strictly mappable -, at
least to a pair of natural languages, namely English
and French ; that could be useful to better under-
stand the ties between natural languages out of a
linguistic standpoint (which is of paramount im-
portance in translation) and shedding light upon
phenomena best interpreted at the higher levels of
cognition, or rather, semantics following Morris's
classification (1938:6).

We shall also see that they clearly fit into the
more complex scheme of the syntax-semantics in-
terface, in the sense of words' distributional and se-
mantic properties tallying. Indeed, one of the
hurdles of MT, thus its evaluation, has been the
gap between syntax and semantics, the former hav-
ing historically prevailed over the latter, making
full-blown linguistic evaluations troublesome, not
to mention the other major stumbling block, i.e. the
lack of expected results for any one translation, in
other words a "correct" or "yardstick" translation.

2  Setup and experimenting with
categorial distributions

Our experiment started with an in-depth experi-
ment conducted on four English-French parallel
manually translated corpora, each about 180,000
words, drawn from various subject areas and con-
tained in the well-documented MCI/ECI corpus
(ACL, 1994) [subcorpora "ILO" and "CCITT"], as
well the Hansard (Parliament of Canada, 1999)
and the Annual Reports of the UN Secretary Gen-
eral (UN, 1993 ; UN, 1995-2000). Technically, the
first stage of it was devoted to cleaning up the texts
from unnecessary information (empty lines,
doublets and the like) as well marking sentence
boundaries, a requirement of the piece of software
carrying out the actual linguistic work. A robust
tagger previously trained on the Penn Treebank
and the Trésor de la Langue Frangaise corpora
(WinBrill© by ATILF, formerly InaLF, 1998) was
used to assign grammatical tags to parts-of-speech.
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After stripping the texts of its lexical information,
the tags alone were fed into a standard spreadsheet
application, each sentence forming a row. Then the
columns were scanned for specific tags and these
were totalled (see Figure I). The resulting position-
al "grammatical n-grams" formed the data, the in-
terpretation of which follows. It should be emphas-
ized that these are linguistic in the sense that every
part-of-speech mirrors some syntactic relation : for
example, a determiner is only such with respect to
the "determined", an adjective (adjectivum nomen)
relates to a noun, an adverb to a verb and so forth.

The starting point in the interpretation of the res-
ults could be the well-known fact that word distri-
butions comply with Zipf's law (Zipf, 1965:38),
that is : the rank of a word is inversely proportional
to its frequency and their product is constant. But
what is less known is that, above a threshold of
about 2,000 tokens (although we first noticed this
on a manually counted 500-word text, spurring our
initial hypothesis), the distribution of parts-of-
speech in English and French matches another stat-
istical discovery, the Law on Anomalous Numbers
(Benford, 1938). This law, which states that the
distribution D of number digits equals /og(1+1/D),
applies to all non-random (thus not to lotteries and
the like) and non-constrained numbers (thus not to
supermarket prices ending with 9 for marketing
reasons etc.), ranging from land areas to stock-
market prices, regardless of unit used. It is readily
and successfully used in accounting to trace frauds
but otherwise limited to a narrow audience despite
its mathematical demonstration by Terence Hill in
1996, probably because it encompasses other laws
in a disturbing fashion ; the history of science has
been an array of laws where some paradigms seem
to be both the product of man's analysis of his
world and the world's laws, which some scientists
as Thom (1990:344) acknowledge in the biological
nature of language e.g. noun as salience (Thom,
1988:23).

In our experiment, the average distribution of
grammatical categories in the English set of texts
from the corpora is : nouns 31.23 %, prepositions
17.39 %, determiners 12.44 %, adjectives 9.43 %,
infinitive verbs and participles 7.92 %, other verbs
(very weakly correlated to the others positionally)
7.15% and presumably two groups made up of
some wh- words and conjunctions as well as one
comprising pronouns and adverbs, account for 6.18
and 4.48 % respectively, see Table I below.



Table I

Compared disiribution of grammatical categories and number digits (English set)
85.01 'n distribution of categories
o distribution of number digits
30,04

250

20.04 174 176

% of total

!
4

Tags

Prepositions
Determiners
Adjectives
Infinitive verbs
and participles
Other verbs

In the French texts, the distribution is : nouns
27.83 %, prepositions 19.73 %, determiners
13.19 %, adjectives 9.41 %, infinitive verbs and
participles 6.96 %, conjugated verbs 6.80 % and
presumably two groups made up of pronouns, as
well as one comprising conjunctions, account for
5.91 and 4.96 % respectively, see Table II below.

Table I1

Compared disiribution of grammatical categories and number digits (French set)
35.0
m distribution of categories
odistribution of number digits
30.04

2504

20.04

' of total

15.0

10.0

Houns
Determiners
Conugated

Adjectives
verbs

Prepositions

Tags

gerunds and

Tnfinitive verbs,
participles

The lower part of the spectrum is nonetheless
kept truncated because intervals in such a distribu-
tion are too close to discriminate between aggreg-
ate "minor" categories with certainty, unless finer-
grained groupings emerge from future research.

These results were checked for reliability : devi-
ations were within acceptable limits and no data re-
lative to the categories presented above that were
below the confidence level of 1,000 due to the
large number of tokens for each type. Also, only
the most strongly correlated groupings were made.
When it comes to informativity, the set underwent
a subsequent series of processes consisting in a
machine translation of all source texts, then the
post-processing as described above and the com-
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parison with the manually translated target texts.
Interestingly, with a first-generation MT system
(Systran), the distribution was distorted signific-
antly : 30 % less proper nouns in English and 22 %
in French, more than a fifth less present tense verbs
and participles in English, a quarter and a sixth
more determiners and prepositions respectively in
English, roughly the same loss for French pro-
nouns and other verbs (see Table III and IV). To
take just one example for the sake of brevity, Sys-
tran has a persistent bug : proper nouns are treated
as common nouns when there's a match, as in "Mr
Pat O'Brien" translated as M. tapotent O'Brien ;
that explains the aforesaid deflated proper nouns.

Table 111

Compared distribution of grammatical categories (English)

u Category (human translation)
0 Category @machine

% of total

Proper nouns sing Prepositions Present tenze verbs

and particples

Determiners

Categories

Table IV

Compared distribution of grammatical categories (French)

& Category (human translation)
O Category (machine i

% of total

Proper nouns sing.

Ausliary-supported
pronouns

Adjectival past
participle

"Etre" and "avoir"
werbs

Other conjugated
verbs
Categories

Since the various subsets of the corpus were co-
herent in our initial experiment, the distortion in
the distribution of categories can only mean that it
is sensitive to Natural Language Generation
(NLG). What's more, the syntactic correctness was
preserved despite altered relative values for each
category and obviously with an altered sense, as
usual with MT, owing to missing or incomplete se-
mantic interpretation (Gouirand, 2002:75).



3 Discussion

Going back to Benford's law, the correlation with
Zipf's law is that they are both based upon the prin-
ciple of invariance (Zipf's law is insensitive to tag-
ging while discriminating meaning, see Wilks
1996:6) and that there must be an underlying law
which can account for the distribution. It has been
claimed that lexical distributions relate to Zipf's
law by virtue of word length ; however, it is easy
to show that inflectional grammars such as German
or Swedish have a different bearing on word
lengths from those of, say, English or French. So
the underlying law remains implicit and our duty
as linguists is to make it explicit.

Yet the analogy is not complete, for one would
not expect Benford's law to be relevant to linguist-
ics as it conveys plain numerical rather than lexical
information. The numbering of tags can be posited
as arbitrary : the fact that some plot of land meas-
ures # acres doesn't tell much about what » actually
means, it is simply the outcome of a composite
geometrical law expressing surface areas. The
numbers are merely arbitrary because whatever
their name is, they always retain the underlying
law's features, which is precisely why linguistic
tags also apply: as Saussure (1916:98-100)
showed at length, linguistic signs are arbitrarily
chosen, they are signs pointing to "something
else", at another level ; thus it is an underlying law
which steers the said distribution.

Then, it is our contention that such an underly-
ing law must be of semantic nature since the ancil-
lary experiment set forth above clearly demon-
strated that data-processing the corpora with ma-
chine translation software having a very limited se-
mantic competence distorted the distribution. In
other words, human processing of grammatical cat-
egories bears on ontological categories in the realm
of semantics (Jackendoff, 1990:23) and therefore
keeps the distribution within the boundaries of the
law, whereas MT systems don’t, insofar as there is
no real semantic component attached to them
(when they have one, they may to some extent).
Another proof of the validity of our model is given
by feeding the text tags into a concordancer. In-
stead of using words as queries, we used our tags
and then we reordered left-hand and right-hand
side tags in decreasing order for each corpora.

As seen from Figure II and III (which only display
the three most probable tags because as one moves
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down, volatility rises sharply), nouns (NNx in Eng-
lish/SBx in French), prepositions (IN/PREP) and
determiners (DT/DTN) are once again found to be
the most frequent top-level n-grams (ca. 70 percent
of total) and roughly distributed in a way similar to
categories, which makes sense : let us assume that
tags were evenly scattered over all categories ;
their count alone would create a vertical hierarchy
within each category in building n-grams but this
simply does not happen because the distribution
takes place horizontally instead, meaning that the
distribution is linked to relations among categories,
which was the point to be made here.

Stating that syntactic constructs are driven by
semantics means that ontological and/or biological
nature of grammatical categories and their inter-
play can be investigated within the scope of an in-
tegrated theory of meaning where pre-verbal fea-
tures of language are the driving force. In the do-
main of conceptual semantics (Jackendoff,
1983:57), syntactic structures parallel conceptual
structures in that ontological categories (such as
THING, EVENT, STATE, ACTION, PLACE,
PATH, PROPERTY, AMOUNT) are the primit-
ives associated with syntactic constituents ; by the
way, some of the former are quite similar to Aris-
totle's findings, suggesting a continuum in the ap-
proach. However, in the internal workings of a MT
system, invoking a concept from the lexical strat-
um is not straightforward, because lexemes may
refer to several concepts, so clear-cut one-to-one
correspondences are out of reach, at least for a
computer program, so future research in lexicology
should focus on a better mapping of lexical units
into semantic categories.

For the French school of linguistics (Culioli,
1999:63), there is also a pre-verbal (and definit-
ively pre-lexical) level of primitive relations where
a distinction between syntax semantics is pointless.
Hence the notion is a set of physical and cultural
features that are inserted in a given context
(Culioli, 1990:50). For Thom (1988:206), a
concept is workable only through categorial opera-
tions which constrain the extensional perimeter
centered around a prototypical core.

Another assumption is that the number of work-
able categories cannot be large or the system’s out-
put would result in unlimited semiosis and cognit-
ive burdening. This is in line with Aristotle’s initial
formalization of categories but also with most
speakers phenomenological experience.



The current state of this research allows an eval-
uation based on the distribution of grammatical n-
grams that is useful to identify major translation
failures but for a finer grained pinpointing, the
definition of meaningful relations between syntax
and semantics, parts-of-speech and meaning needs
to be addressed. These relationships are to be
grasped not only at the level of lexical entries ana-
lysable as semantic categories (with several imped-
iments that are not yet solved) but also as ontolo-
gical constructs or notional domains which are
modelled as networks or semantic spaces. The
overall sense then depends on such features but
also on information conveyed by the discursive
context as argumentative underpinning, demon-
strated by Anscombre and Ducrot (1983:86) as
well as Anscombre (1995:32), which provides dir-
ections for future research in the field.

Also, the question of whether the distributional
features of grammatical categories in English and
French are valid in other languages is still open. If
they were to be ported, the metric would then be
generic and so would the linguistic implications.
There are obstacles, however : quality parallel cor-
pora and robust parallel taggers for "exotic" lan-
guages (and even less exotic ones for that matter)
are scarce, so the task of investigating the matter
would be immensely time-consuming and it would
require extensive linguistic expertise, let alone the
"toolbox" problem. This is because some lan-
guages are often presented as resistant to some the-
ories, for example Basque, which lacks a verbal
category : the verbal function is still to be found
though, in some other category from where it can
be extracted ; In a language such as Swedish, de-
terminers are embedded in nouns and can thus be
backtracked. So applying our model to other lan-
guages wouldn't necessarily weaken it, only such
an endeavour would require substantial efforts.
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APPENDIX

Figure I : illustration of spreadsheet processing
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18 [15 i} 121 at 32 64 63 &7 318 113 1 i i 300 25
17 |18 i 145 24 39 64 75 59 272 115 i i} i 3 38
g |17 i 125 33 52 63 94 53 297 49 i i} i 201 33
14 |18 i 118 3] 36 &0 E7 30 269 93 i i} i 298 35
_z0 |19 i 132 33 32 [ E7 83 301 104 2 i} i 281 35
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Figure II : Category n-grams for English

N M2 N3 N4 Left NODE  Right M N2 N3 N4 [N N2 M3 N4 Left NODE Right N N2 N3 Mgl [N N2 M3 N4 Left  NODE _ Right N N2 N3 4
1174 2070 4657 1696 DT i NN 1475 2850 2179 2506 438 126 685 196 NP ] VBN B4 108 037 210 (3276 9725 9263 0083 NN in DT 4501 4424 3850 467
690 7127 669 1297 N i NNS 869 521 f023 7851 435 86 377 186 NN vbd IN 387 65 321 100 1492 1604 1274 1742 NNS in NN 1357 1877 1244 1390
174 377 9 573 CC i M 217 389 250 573 33 66 957 163 NN vbd DT 303 83 210 150 1151 1504 743 847 VEN in MNP 675 1022 1109 1237
182 i i TO 171 267 PRP wbd RE 265 504 NP in 4l
152 vB i 4182 170 WOT  ubd FTRE 369 VED in NNS 502
131 VBD i cco 146 85 RrB vbd 10 113 Elirl RB in co 451
a7 RB i oT 79 75 WP vbd NN 75 294 cD in PRPS 347
93 NN i MNP 48 68 o wbd NMP 4D 292 VEZ in N 235
91 VBN i o 14 &1 ch wbd NMS 32 286 N in VEG 263
82 PRPS i RE__ 13 8 EX wd  VBG 32 261 VB in PRP__ 231
N__ M2 N3 N4 Left  NODE Right N Nz N3 Nd| [N N2 M3 N4 Let NODE Right N N2 N9 N4| [N N2 N3 N4 Left NODE Right N N2 N3 N4
12 24 43 54 OT i N 23 79 73 09 146 464 9279 403 NNS bp VBN 122 328 046 294 250 155 727 954 N brp VBD 287 198 1219 23
9 3 2w % N ir MM 16 45 57 93 55 127 975 235 PRP vbp RE B4 126 320 767 68 119 322 102 VB prp VBZ 237 145 585 147
9 2 220 2 RB ir CC 4 21 3 98 &5 99 07 {14 WOT  bp IN &0 105 206 127 B3 S0 246 63 NN prp MD 76 74 570 136
4 PRPS i NNS 4 36 NN vbp T 42 52 WOT  prp N 74
3 ce ir MNP 2 27 wp ubp IUR 50 NNS prp VBP 55
3 NNS ir o1 20 NP vbp 0 18 3 NP prp RE 47
3 VB ir VBD 1 12 RB wp  VBG 12 21 T prp 10 18
2 NN ir VEG 1 11 ce vbp NN 1 18 VED prp [
2 VBD ir oTo0 8 N ubp NNS 9 18 cc prp W12
2 VBB ir PRPS O 7 cD vhp cc__ s 18 WRB  pp cc__ 1
N M2 N3 N4 Let  NODE  Right W Nz N3 N4 [N N2 M3 14 Let NODE Right N W2 N3 N4 [N Wz W3 N4 Left NODE Right N _hz W5 md
266 232 099 222 vBD B VEN 330 395 486 958 423 806 717 507 NN bz VBN 425 597 556 907 587 77 46 NNS wp VBP 75 8 @ %
00 406 346 218 VEI b M 313 306 434 201 257 408 540 {84 PRP bz DT 325 305 200 200 22 6 74 42 N i VBZ @ 5 10
13 95 36 207 N h VE 20 248 370 245 23 458 229 936 NNP bz RE 200 203 324 222 17 6 59 41 NNP wp VvBD 10 5 73 8
13 RrB 3 DT 154 124 RrB bz N 194 12 o7 wp oT o8
118 NP 5 RE 13 99 N bz 4 B 12 N wp N8
104 ce b VBZ 124 &7 WOT bz 10 & 8 ce wp FRF 7
10 MD h T @ 54 ce bz NN 43 6 VE wp MD 3
98 NNS 3 J o7 46 NNS wz  PRPS 22 3 VEG wp NN 2
0 VBN 5 VED 85 29 EX bz NNS 21 2 10 wp MNS 2
g8 N i vBG 73 r oT vz VBG 13 1 cD wp d 1
N Wz N3 N4 Let  NODE  Right N Nz N3 N4 [N N2 M3 14 Let NODE Right N Nz N3 N4 [N W27 N3 N4 Left NODE Right N m2 W3 nd
3 410 80 21 NN wib OT 47 170 148 20 148 675 579 456 N md VB 992 1620 1069 7 376 191 424 209 N s NN 313 106 466 264
15 52 38 44 NS wib PRP 18 57 04 47 121 631 272 462 NS md RE 100 232 195 65 53 35 408 05 VB pps | NNS 174 49 266 164
w27 a0 1T NP wib MM 10 52 20 13 75 176 744 131 PRP md N 16 31 4 9 33 2 4 4 CC prps W2 45 149 180
E] cD wib N 65 NP md cco o4 Ell VED pp$ MNP 25
7 IN wib NNS 4 29 WwoT  md 0 2 28 T prps co 18
5 RB wib VEN 4 17 o md o 2 VEG  pps VBN 3
4 vB wib EX 3 14 EX md o1 2 VEZ prps WR 4
1 VBN wib N3 ] VEN md u 15 VEN pp$  VBD 2
2 & wh  PRPS 3 8 cD md MDA 5 RB pps  VBG 1
1 ce wib RE_ 2 7 oT md PRE__ 1 5 NS prps cc o
N W2 W3 N4 Left  NODE Right N NP N3 W4] [N W2 N3 N4 Left NODE Right N Nz N3 Na] [N NP M3 W4 Leit  NODE Right N Nz N3 Nd]
B54 624 043 452 MNP ol NNP 495 542 277 227 1151 620 4788 1226 10 b OT 474 1060 072 622 3927 2065 5770 2676 DT nn N 384z 2358 2600 3357
521 474 247 237 NN cd N 313 272 263 204 392 1063 9069 517 MWD b IN 312 754 863 251 1471 1979 7734 2504 ) nn NN 1066 1979 947 971
263 253 196 145 N cd DT 189 217 252 179 223 306 434 151 RB b VBN 286 394 324 244 1430 1755 1070 71389 N nn MNS 711 996 685 807
140 NN cd SYM 189 56 ce b NN 1T 1066 NN nn T0 B0
132 (o cd NNS 184 27 NN b J sz 316 NP nn [oo:
94 cD cd MM 182 17 MNP b NNS 112 310 PRPS  mn co 512
0 o7 cd cco 185 11 VEN b 07 240 ce nn VBD 435
a2 VBN cd [T 8 NN b FRP B8 182 cD nn VBN 287
3 10 cd VED 61 6 ch b RE BB 189 VE nn oT 291
Ell RrB cd VEN 53 6 vEB v PRPS 53 155 VEN nn VBZ 253
N M2 N3 N4 Left  NODE  Right N Nz N3 N4 [N N2 M3 N4 Let NODE Right N N2 N9 N4| [N W2 M3 N4 Left NODE Right N N2 N3 N4
€04 677 817 892 NN 3 OT 275 490 204 ©49 270 080 072 962 N by OT 332 060 286 276 1135 1529 1023 857 OT nns IN_ 1535 1770 1398 1742
466 527 404 683 NNS cc IN 265 315 268 497 178 919 210 139 DT vby NN 16D 365 202 225 GBI 752f 998 74 A nns CC 466 531 404 683
3 221 202 448 NNP cc MM 243 200 221 350 162 260 40 437 HNS by IN 128 254 203 198 713 993 485 687 NN nns VBD 313 57 375 400
185 ch ce MNP 202 145 NN vy T0 118 535 N nns VBN 283
145 & ce a7 73 RrB by NNS 112 266 NP nns oT o171
109 VBN cc NNS 171 48 NP vby VEN o7 184 cD ms  VBG 182
69 SYM cc o 13 38 ce vby MNP oD 174 PRP$  nns T0 1%
13 VB ce RE 104 6 cD by J 82 171 ce nns VBP 148
20 ] ce VEN 73 7] VED vy PRPS 22 112 VE nns ¢ 140
15 vBG ce VED B8 % 10 uby RE_ 18 112 VBG nns  WOT 135
N N2 N3 N4 Left  NODE  Right N Nz N3 N4 [N N2 M3 N4 Let NODE Right N N2 N9 N4| [N W2 M3 N4 Left NODE Right N N2 N3 N4
61 749 2/3 106 NN ot VBD 170 127 229 78 G504 4060 029 437 vBD bn IN_ 1204 7896 786 847 2620 1107 2076 1712 DT nnp MNP 2095 997 2916 1712
13 129 124 04 NNS it VBI 67 103 95 60 330 531 924 204 RB vbn TO 300 406 240 244 2095 907 1305 1572 MNP nnp IN 985 521 679 832
80 426 99 66 N wit DT 8 OF 00 49 298 425 324 26f NN vbn VBN 268 343 162 165 921 431 1923 4004 N nnp Ch B54 474 538 449
7 NNP wit VEP 5 283 NS wbn oT 1% 495 cD nnp VED 438
21 ce wit PRP 52 268 VEN ubn NN 156 20 cc nnp VBZ 423
16 cD wit MD 29 266 VB vbn cc 10 114 NN nnp cc 33
15 T0 wit M 12 194 vBZ vbn Jo8 90 VBG nnp NN 322
12 SYM  wadt RE 11 122 VEP wbn RE @ 66 10 nnp NNS 285
2 o7 wit NNS 9 113 ot ubn co &2 54 NS nnp oT 21
2 RrB wit MM 6 g7 VEG vbn NNS 77 48 4 nnp 10189
N M2 N3 Né  Let  NODE  Right N W2 Wd] [Nz M3 W4 Left  NODE Right N W2 N3 Nd| [N Wz A3 W4 Left NODE Right N _mz W5 md
4796 5070 4058 0467 N dt NN 3975 4708 4350 2617 647 588 700 548 NN to VB 1151 1063 1785 1226 43 16 42 387 N mps  NNP 37 7 40 00
621 745 072 522 VB dt JJ 2620 2048 1657 7606 300 343 262 307 VBN to DT 621 619 488 35 42 6 40 00 NMP  nnps No1@ 3 3376
474 614 856 360 TO dt NMP 1174 008 1305 7572 183 316 249 244 NP to NNO73 403 99 o6 12 3 3 24 M nnps cc 1o 3 15 7
125 VBL ot NNS 1135 171 4 to MNP BB 7 N nnps NNS 7
32 VBB dt VBG 178 160 VEG to 4 Bl 5 cD nps  VBD 7
03 VBD dt VBN 113 156 NNS to co B! 4 oT nnps NN s
263 NN dt oW 113 VED to PRP§ 28 4 10 nnps o 4
275 ce ot RE 75 99 RB to NNS 27 2 NNS  nnps oro2
211 NP dt N3 7 VB to VBG 1 ce nnps a2
196 VBN dt sM 3 &7 4 to N 24 1 NMPS  nnps o 2
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Figure III : Category n-grams for French

N__ M2 N3 N4 Left NODE  Right M N2 N3 N4 [N M2 M3 N4 Left NODE Right N N2 N3 Mgl [N N2 M3 N4 Left  NODE  Right N N2 N3 nd
3B 5027 2378 779 580 ad] | PREP 1181 2806 7002 1473 686 262 642 088 5OC acj  VPAR 987 143 919 011 (4733 6450 4500 4538 SHC prep DTN 5008 4326 4d24 4460
515 07 079 752 DTN adj SBC 908 434 1038 7342 351 108 361 949 PRV acj EPAR S04 743 350 288 901 1025 878 1034 ADJ prep | SBC 2402 3705 2351 2507
415 507 455 618 PREP  ad) DIC 634 738 450 803 231 75 213 207 ADV ac) ADV 314 190 222 250 G765 B2 605 569 ADIDPA prep VNCFF B33 855 1105 1146
340 SBP adj coo 513 220 SBP acj DTN 118 489 ADJIPA  prep ADJ 313

185 ADJ adj DTN 305 167 REL acj  APAR 5B 460 COO  prep  PRO 265

174 ADV adj ADJ 185 148 ADJ aj PREP 53 425 el prep  SBP 244

140 oTC adj ved 183 70 PRY.++  agj sBC 18 303 SBP prep  CAR 194

118 coo adj AC) 148 49 coo acj DIPAR 17 291 ADV  prep REL 138

9 ECJ adj DIZPAR 143 35 CAR acj PRO B 283 VNCFF  prep PRV 137

61 CAR ad] ADV 140 2 ADJZPA__acj coo 4 Prid VPAR  prep  ADV 91

N__ M2 N3 N4 Left  NODE_ Right N Nz N3 Nd| [N N2 M3 N4 Let NODE Right N N2 N9 N4| [N W2 N3 N4 Left NODE Right N N2 N3 N4
521 13711 461 075 EPAR |adflpar PREP 670 1483 451 507 256 9009 060 408 PRV ecj DJIPAR 462 71917 407 375 2f0 383 891 617 SUBH  prv VCJ 604 1316 2002 954
462 860 156 254 ECJ  adflpar  COO 98 197 63 57 249 370 430 349 SBC ecj ADV 200 492 451 397 250 301 554 249 SUB prv AC) 351 370 860 408
111 224 932 452 ADV  adffpar DIC 76 174 56 49 125 203 105 18 ADV eci ADJ 99 327 36 155 2% 207 520 224 SBC v ECI 256 167 642 340
a7 ENCFF adiipar DTN B4 109 REL ej PREP 5 187 PREP  pwv ADV 1B5

0 COO  adilpar  ADV 56 95 ADJ ecj DTN 70 187 REL pv  VNCFF 163

3 DTC  adflpar  SUB 2 39 s8P ecj sBC 19 113 PRV prv PRV 113

3 PREP adilpar SUBS 22 21 CAR eci sus 10 78 coo pv PRV++ 49

2 ADIIPA adjlpar  SBC 19 17 PRV:++  egj oTe @ 67 ADV pv WNCNT 21

2 ENCNT adilpar  ADJ 17 14 ADJZPA ety PRO 7 53 ADJ prv D) 2

1 ADJ  adjlpar DIZPAR 8 11 coo eci DIZPAR B 45 SBP r_ ENCNT 2

N M2 N3 N4 Let  NODE  Right W Nz N3 4| [N N2 M3 14 Let NODE Right N N2 N3 N4 [N Wz M3 N4 Left NODE Right N _hz W5 md
952 2480 615 608 SHC  adgpar PREP B2 1721 900 685 1271 7495 2002 054 SBC ] OTN 697 970 037 743 60 102 214 111 PREP prct+ WNCFF 110 101 224 180
143 389 05 467 ADJ  adZpar  DIC 180 345 420 {33 G4 1316 702 531 PRV v PREP £84 804 822 570 49 72 140 60 PRV  pn+s  ACI 70 75 243 63
127 202 85 450 ADV  adpar DTN 127 205 83 {00 363 438 443 322 REL voj SUB 53¢ 2 730 510 34 74 06 & ADV  pr YNONT 34 30 73 82
108 CAR  adzpar  ADY 71 212 ADV vej ADV 414 3 VCJ pret+ VOl 2B

72 COO  adzpar  COO 71 160 SBP vej oTC 26 28 SBC  p++ D2PAR 22

56 SBP  ad2par SUBS 48 183 ADJ v WNCFF 187 17 ADJ  pre+s  ECH 7

4 VNCFF adZpar AR 42 98 coo voj SBC 115 11 REL  pv++ PRV.++ 8

EG] ENCNT adzpar  VCJ 36 45 CAR v ENGFF &7 10 COO  pw++  SBP 3

El Vel adZpar  AC) 29 3 ADUZPA  vej PRV++ 33 1 SBP  p++ ANCFF 2

Pl DTN ad2par  SBC 23 b PRO vei DIZPAR 3 8 PRV.++ pr++ ENCFF 2

N Mz N3 N4 Left  NODE__ Right N Nz N3 4| [N N2 M3 14 Let NODE Right N Nz N3 N4 [N W27 M3 N4 Left NODE  Rignt N N2 W3 n4
5% 630 07 630 SBC adr  PREF 398 6oz 783 760 67 662 08 07  vel enchi DJIPAR 97 860 07 794 360 288 370 249 PREP  pro REL 226 144 210 142
44 504 624 578 Vol adv DTN 380 442 506 646 28 8 42 37 PREP enci  DWN {0 05 34 43 38 {66 761 709 DTN pro  SUBS 74 133 785 o7
314 422 497 400 AC adv SUB 259 394 493 432 16 57 20 19 ADV  encf  SBG 10 35 93 13 33 54 84 I SEC pro  PREP 53 720 158 73
200 EC) adv Vel 242 1 VPAR  encfi  ADJ 7 Ell suB pro oTc 57

185 PRY adv Al 23 4 SBC  encf  ADY 6 % SUBS  pro aDy 9

168 ADV adv  VPAR 198 3 ADJ encli DIZPAR 3 2 ADJ pro Vel B

140 ADJ adv ADJ 174 3 COO  encf DTG 3 2 coo pro DTN 23

134 PREP  adv  ADV 158 3 VNCNT  encli  VPAR 2 12 el pro Al 19

17 coo adr DIZPAR 127 2 PRV.++ encl  PREF 1 9 CAR pro sBC 17

86 SBP adv EGJ 125 1 ADJIPA encli  CAR D 8 ADV pro coo_ 13

N W2 W3 N4 Left  NODE Right W NP N3 w4] [N___WZ N3 W4 Left  NODE _Right W N3 ng) [N Nz W3 W4 Left  NODE Right N Nz N3 N
57 043 432 428 SBC car SBC 1020 1123 341 611 1135 7052 7406 4723 PREF  wneif | DTN 755 1560 7733 7106 5302 4254 543 5103 DTN sbc  PREP 2830 3300 2332 3274
4 724 199 388 SBP car  PREP 309 975 7134 733 187 766 o603 287 VCJ  wneff PREP 375 719 639 593 1778 2637 7447 779 PREP  sbc ADJ 1542 1336 1M8 171
353 568 199 149 DTN car DIN 239 568 76 1144 163 191 224 183 PRV  wef  DIC 228 414 232 280 1411 1500 1304 1683 DTC sbe DTC M7 891 @15 1085
351 oTC car coo 214 110 PRV:++ wicf  SUB 156 411 ADJ she Vel 548

309 PREP  car oIc 119 53 VNCFF  wnoff  ADY 73 394 CAR sbc  COO 430

108 coo car SBP 116 48 VPAR  wnef  SBC 53 88 SBC sbe CAR 440

El CAR car DUZPAR 108 47 ADV  wneff  WNCFF 53 64 SBP sbc DUZPAR 434

€0 ADJ car cAR 91 ki COO  wef  COO 43 62 CO0  she DTN 392

2 ADI2PA car ADJ Bl k7] SBC  wnef DUZPAR 41 52 vicd she SBP 311

S VNCFF__car ADV_ B0 13 ADJ welf  CAR 35 % VINCFF__sbe AC) 292

N__ M2 N3 N4 Left  NODE  Right M Nz N3 N4| [N N2 M3 N4 Let NODE Right N N2 N9 N4| [N N2 N3 N4 Left NODE Right N N2 N3 N4
1184 1304 1095 153 SBC coo  PREP b2 071 476 842 178 097 430 451 SBC  wment DTN 182 306 191 70 1860 7062 1904 1411 SEP sbp SBP 1668 1162 997 660
513 763 450 803 ADJ coo DIN 499 871 445 823 101 191 6 70 PREP wnent PREP 108 230 72 104 1066 1004 907 737 DTN sbp PREP 424 1014 511 557
M5 307 240 287 SBP coo  SUBS 194 442 303 267 B0 97 28 67 AD)  went  DIC B3 60 47 44 774 1000 673 557 SBC shp CAR 384 724 305 420
214 CAR coo oIc 172 34 PRV:-++ wncnt  SUB 36 407 oTC sbp  COO 345

98 ADJIPA  con SBC 180 2 PRV wncnt  ADV 22 385 PREP  sbp ADJ 340

7 ADIZPA  con SBP 13 19 SBP wment  SBC 18 134 co0  sbp DTN 293

13 VNCFF  con  ADV 117 17 CAR et WNCFF 11 123 £DJ sbp oTC 257

35 ADV coo ADJ 116 14 COO et DIZPAR B 118 CAR shp AC) 220

2 Vel coo CAR 108 8 ADJZPA wnent  COO 7 21 ADJZPA  sbp SBC 191

3 VPAR _ con Vel @8 4 ADJIPA wnent  SBP B 16 vcd sbp vCJ 160

N__ N2 N3 N4 Left NODE  Right N N2 N3 N4 [Nz N3 N4 Let  NODE Right N N2 N3 Nd|

2455 0434 1775 2180 580 dic SBC 3947 5645 2740 @635 508 925 975 288 ACJ epar DJIPAR 521 194 156 254

634 744 979 491 AD) dic SBP 407 504 673 797 B85 23 27 97 ADY  epar  ADV 31 8 12 31

257 476 299 087 SBP dic CAR 31 205 174 163 19 4 2 4  ANCFF epar DN 17 5 91 20

228 VNCFF  dte ADJ 140 ] ANCNT epar  VPAR 1B

2% Vel dte AV 1B 3 SBC  epar PREP 9

180 ADIZPA  dic  WNCFF 4 1 ADJ epar  SEC 8

172 coo dic DJPAR 3 0 ADJIPA epar VGl B

145 VPAR  dic DIPAR 2 i CO0  epar  ADJ B

119 CAR dte PRO 1 i TN epar GO0 2

115 ADV dic ved 1 0 PREP __epar __PRO___ 2

N M2 N3 N4 Let NODE  Right N Nz N3 N4 [N W2 W3 N4 Let  NODE Right N N2 N3 4]

4712 4607 0979 4744 PREP  din SBC 8460 8679 7808 7825 967 999 O19 611  ACJ par DTN 452 84 341 364

609 830 833 624 SBC din SBP 761 493 898 7147 198 26 439 460 ADV  wpar FREF 3% 50 266 307

543 606 667 608 SUB din ADJ 346 434 73 544 75 49 32 41 ANCFF  wpar OTC 146 93 103 88

524 VNCFF  dtn CAR 214 2 ANCNT wpar  SUBS 138

506 Vel din LT 16 EPAR  wpar WNCFF 48

76 SUBS  din ADV 45 11 DTN voar  SBC 44

319 coo din PRO 25 7 PREP  wpar  ADY 3B

09 VPAR  din DI2PAR 19 7 VPAR  wpar GO0 23

234 ADJ din vel o8 5 PRO  war  CAR 16

23 ADV din acl 4 4 COO  wear ENCFF 10
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