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Abstract

For statistical language model training, tar-
get task matched corpora are required. How-
ever, training corpora sometimes include
both target task matched and unmatched
sentences. In such a case, training set selec-
tion is effective for both model size reduc-
tion and model performance improvement.
In this paper, training set selection method
for statistical language model training is de-
scribed. The method provides two advan-
tages for training a language model. One is
its capacity to improve the language model
performance, and the other is its capacity to
reduce computational loads for the language
model. The method has four steps. 1) Sen-
tence clustering is applied to all available
corpora. 2) Language models are trained
on each cluster. 3) Perplexity on the devel-
opment set is calculated using the language
models. 4) For the final language model
training, we use the clusters whose language
models yield low perplexities. The experi-
mental results we obtained indicate the lan-
guage model trained on the data selected
by our method gives lower perplexity on an
open test set than a language model trained
on all available corpora.

1 Introduction

Language-model technology plays one of the most
important roles in natural language processing such
as automatic speech recognition (ASR), machine

translation (MT), and morphological analysis. Sta-
tistical language models are trained on a language
corpus, and there are two main factors contributing
to their performance. The first is the quality of the
corpus, and the second is its quantity.

A corpus that has similar statistical characteris-
tics to the target domain is expected to yield a more
efficient language model, which improves quality.
However, domain-mismatched training data could
reduce the language model’s performance. A large
training corpus obviously produces better quality
than a small one. However, increasing the size of
the training corpus causes another problem, which
is increased computational processing load. This
problem not only affects the training of the language
model, but also its applications, such as statistical
machine translation (SMT) or ASR. The reason for
this is that a large amount of training data tends to
yield a large language model and applications then
have to deal with this model.

We propose a method of selecting the training set
by selecting a number of appropriate training sen-
tences from a training corpus to solve the problem of
an expanded language model with increased training
load. This method enables an adequate training set
to be selected from a large corpus using a small in-
domain development set and the sentence clustering
method (Carter, 1994). We can make the language
model compact without degrading performance be-
cause this method effectively reduces the size of the
set for training the language model. This compact
language model can outperform a language model
trained on the entire original corpus.

This method is especially effective for domains
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where it is difficult to enlarge the corpus, such as
in spoken language corpora (Kikui et al., 2003).
The main approach to recovering undersupply of in-
domain corpus has been to use very large domain-
close or out-of-domain corpus for the language
model training (NIST, 2006). In such case, the pro-
posed method effectively reduces size of the training
set and language model.

Section 2 describes the method of selecting the
training set. Section 3 details the experimental re-
sults for selecting the training set using TC-STAR
data. This section describes how we evaluated our
method from several points of view, such as test-set
perplexity and language-model size. In addition to
Section 3, Section 4 presents experiments applied
to statistical machine translation using the language
model we obtained with the proposed method. Sec-
tion 5 discusses the parameter settings for sentence
clustering. Section 6 concludes the paper.

2 Method

We use a small in-domain development set and a
large corpus in our method, and it selects a num-
ber of appropriate training sentences from the cor-
pus. The development set must only consist of in-
domain text. However, the corpus is not limited in
this way. Figure 1 is a flow diagram of the method.
A large corpus is divided intom sub-corpora us-
ing an entropy-reduction-based sentence-clustering
method (Carter, 1994). The procedure is as follows:

1. The number of clusters (m) is given by the user.

2. Sentences are randomly assigned to one cluster.

3. A language model (inter-clustering language
model) is created for each cluster using the
sentences belonging to each. The entropy of
the sentences in each cluster is calculated us-
ing its own language model. The total entropy
(Htotal) is defined by

Htotal =

m∑
i=1

ni∑
j=1

log Pinter(Sij |Ci) (1)

where Pinter is the probability given by the
inter-clustering language model,Ci is thei-th
cluster,ni is the number of sentences inCi, and
Sij is thej-th sentence ofCi.

4. Each of the sentences in each cluster is moved
to yield the smallestHtotal. Execute Step 3 to
find the smallestHtotal for each movement of
one sentence. (Inter-clustering language mod-
els are updated corresponding to the movement
of one sentence. Also,Htotal is calculated us-
ing the updated inter-clustering language mod-
els.)

5. This process is repeated until the reduced en-
tropy is smaller than the given threshold.

We set the language model order to one for the
clustering process to reduce the computational load
during iterations. The language models on each
cluster were trained after this process was finished.
We called these models “post-clustering language
models” (LMpost in Fig. 1). We calculated the per-
plexity for the development set (PP devi), using
each post-clustering language model, as

PP devi =

ndev∏
j=1

Ppost(S devj |Ci)
− 1

Ndev (2)

where Ppost is the probability given by the post-
clustering language model,Ci is the i-th cluster,
S devj is thej-th sentence in the development set,
andndev is the number of sentences andNdev is the
number of words in the development set.

The training set was selected based on these per-
plexities. We sorted out clusters that yielded low
perplexity. We then built the final training set by
concatenating the selected clusters. We have called
the language model trained on the final training set
“the final language model” in this paper. This lan-
guage model has been notated byLMfinal in Fig. 1.

3 Experiments

We describe the experiments we carried out with our
method after this. In this section, we evaluated the
language model using test-set perplexity.
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Figure 1: Framework of method.

3.1 Experimental Conditions

We used data from the Chinese-to-English transla-
tion track of the TC-STAR third evaluation cam-
paign (ELDA, 2007) for the experiments. Most of
the data are from the LDC corpus (LDC, 2007). De-
tails on the data are listed in Table 1. We set the
number of clusters (m) to 10 for the sentence cluster-
ing explained in Section 2. We used a Good-Turing
(Good, 1953) 3-gram language model to train the
post-clustering language models.

3.2 Experimental Results

3.2.1 Development Set Perplexity of
Post-clustering Language Models

Figure 2 is a bar graph of development-set per-
plexities calculated with the post-clustering lan-
guage models. The vertical axis represents the
development-set perplexity, and the horizontal axis
represents rank of the perplexities. We can see the
development-set perplexities of the post-clustering
language models vary from cluster to cluster. The
lowest perplexity is 448, and the highest is 5504.

3.2.2 Test Set Perplexity Comparison with
Baseline Method

Figure 3 plots the test-set perplexity (PPtest) cal-
culated by

PPtest =

ntest∏
i=1

Pfinal(S testi)
− 1

Ntest (3)

wherePfinal is the probability given by the final lan-
guage model,S testi is thei-th sentence in the test
set, andntest is the number of sentences andNtest

is the number of words in the test set.
The vertical axis in Fig. 3 represents the test-set

perplexity, and the horizontal axis indicates the nor-
malized test-set size. We normalized the size of the
training set to obtain the latter acquired by the num-
ber of words in the original large corpus (382 m
words), which is listed in Table 1. The closed circles
with the bold line plot the results with our method.
(For example, the second closed circle from the left
indicates the test-set perplexity calculated with the
language model, which was trained on the concate-
nated texts of the top two ranked clusters plotted in
Fig. 2.) However, the open circles on the dotted-
dashed line plot the results for selecting a random
training set. We regarded this as the baseline. We
randomly selected the training set from the original
large corpus to obtain these results. The size of the
randomly selected training set was changed from 0.1
to 0.9. Here, we carried out three random-selection
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Table 1: Experimental conditions for selecting language-model training set.

Data type

Size

(# of English word)

Explanation

Large corpus

(monolingual)

382 m

English corpus from LDC (LDC2002E18, LDC2003E07, LDC2003T17,

LDC2004T07, LDC2005T06, LDC2003E14, LDC2004E12, LDC2004T08,

LDC2005T10, and part of LDC2005T12)

Development set 17 k

English Translation of Chinese version of "Voice of America"

broadcast news (Two translations per sentence)

Test set 45 k

English Translation of Chinese version of "Voice of America"

broadcast news (Two translations per sentence)
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Figure 2: Development-set perplexities calculated
using post-clustering language models.

trials on each size, and averaged the test-set perplex-
ities.

Random selection has a reasonable curve in the
figure. That is, an increase in the size of the train-
ing set improves the performance of the language
model. Our method, on the other hand, yields a
totally different curve. The test-set perplexity falls
sharply to the lowest point, where the normalized
training-set size is 0.4. A slight increase occurs
when the size is greater than 0.4. A comparison of
the lowest point of perplexity with our method to the
baseline revealed a 12% reduction in the test-set per-
plexity and a 60% reduction in the size of the train-
ing set.
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Figure 3: Test-set perplexities calculated with our
method and baseline random selection.

4 Application for Statistical Machine
Translation

We carried out statistical machine translation exper-
iments using the language models obtained with the
proposed method to check how effective it was in
actual applications.

4.1 Framework

We employed a log-linear model as a phrase-based
statistical machine translation framework. This
model expresses the probability of a target-language
word sequence (e) of a given source language word
sequence (f ) given by

P (e|f) =
exp

(∑M
i=1 λihi(e, f)

)
∑

e′ exp
(∑M

i=1 λihi(e′, f)
) (4)

wherehi(e, f) is the feature function,λi is the fea-
ture function’s weight, andM is the number of fea-
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Table 2: Experimental conditions for statistical machine translation experiments.
Data type Size Explanation

Bilingual corpus

156 m

(# of English words)

Bilingual corpus from LDC (LDC2002E18, LDC2003E07, LDC2003T17,

LDC2004T07, LDC2005T06, LDC2003E14, LDC2004E12,

LDC2004T08, LDC2005T10)

Test set

608

(# of Chinese sentences)

Chinese version of "Voice of America" broadcast news (Two

reference translations per sentence)

0.18

0.182

0.184

0.186

0.188

0.19

0.192

0.194

0.196

0.198

0.2
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Figure 4: Results of statistical machine translation
experiments (BLEU score).

tures. We can approximate Eq. 4 by regarding its
denominator as constant. The translation results (ê)
are then obtained by

ê(f, λM
1 ) = argmaxe

M∑
i=1

λihi(e, f) (5)

4.2 Experimental Conditions

4.2.1 Features

We used eight features (Och and Ney, 2003;
Koehn et al., 2003) and their weights for the transla-
tions.

1. Phrase translation probability from source lan-
guage to target language (weight = 0.2)

2. Phrase translation probability from target lan-
guage to source language (weight = 0.2)

3. Lexical weighting probability from source lan-
guage to target language (weight = 0.2)
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Figure 5: Results of statistical machine translation
experiments (NIST score).

4. Lexical weighting probability from source tar-
get to language weight = 0.2)

5. Phrase penalty (weight = 0.2)

6. Word penalty (weight= −1.0)

7. Distortion weight (weight = 0.5)

8. Target language model probability (weight =
0.5)

According to a previous study, Minimum Error
Rate Training (MERT) (Och, 2003), which is the
optimization of feature weights by maximizing the
BLEU score on the development set can improve
the performance of a system. However, the range
of improvements is not stable because the MERT
algorithm uses random numbers while searching
optimum weights. As previously mentioned, we
used fixed weights instead of weights optimized by
MERT to remove its unstable effects and simplify
evaluation.
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4.2.2 Language Model

We used a modified Kneser-Ney (Chen and Good-
man, 1998) 3-gram language model for the ex-
periments explained in this section because modi-
fied Kneser-Ney smoothing tended to perform better
than the Good-Turing language model in this trans-
lation task.

4.2.3 Corpus

We used the bilingual data listed in Table 2 for the
statistical machine-translation experiments to train
the translation model. We first aligned the bilingual
sentences for preprocessing using the Champollion
tool (Ma, 2006). We then segmented Chinese words
using Achilles (Zhang et al., 2006). We used the
preprocessed data to train the phrase-based transla-
tion model using GIZA++ (Och and Ney, 2003) and
PHARAOH tools (Koehn et al., 2003).

For the language model training, we used the data
listed in Table 1.

4.3 Experimental results

Figures 4 and 5 plot the results for the statistical
machine translation experiments that used the final
language model obtained with our method. The hor-
izontal axis is the same as that in Fig. 3, and the ver-
tical axis represents the automatic metric of transla-
tion quality (BLEU score (Papineni et al., 2002) in
Fig. 4, and NIST score (NIST, 2002) in Fig. 5).

Hence, higher automatic scores indicate bet-
ter translations; the point where the normalized
training-set size is 0.4 indicates the best translation
quality. This point is the same as the lowest perplex-
ity point in Fig. 3. We carried out the test proposed
by Zhang et al. (Zhang and Vogel, 2004) to con-
firm whether there were significant improvements in
the automatic scores. This test compared the auto-
matic scores where the normalized training-set sizes
were 0.4 and 1.0. The test1 revealed a significant im-
provement in the BLEU score when the confidence
level was 0.85, and that in the NIST score when the
confidence level was 0.95.

Table 3 lists the sizes of the language models un-
der these conditions. As the table indicates, our
method reduced the sizes of the models by 50%.

1We sampled 2000 times in the test.

Table 3: Language model size.
Normalized

training-set size

n gram # of entries

1 gram 704 K

2 gram 12 M

3 gram 12 M

1 gram 1509 K

2 gram 23 M

3 gram 27 M

0.4

1.0

This reduction had a positive effect on the compu-
tational load of decoding.

5 Discussions

We set the number of clusters to 10 in the previ-
ous section without providing any rationale for this.
Here, we discuss the relationship between the num-
ber of clusters and how effectively training sets were
selected. Figure 6 plots the results for our selection
of the training set when there were 5, 10, 30, and
50 clusters. Both the vertical and horizontal axes are
the same as those in Fig. 3.

As the figure indicates, the lowest-test-set per-
plexity points for the four cases are always around
0.4 of the size of the normalized test set. A com-
parison of the four points reveals thatm = 10 has
the lowest perplexity and thatm = 5 has the second
lowest. However, we still obtain improvements even
if m = 30 or 50 when we compare them with the re-
sults when the size of the normalized training set is
1.0.

As previously mentioned, 10 clusters are the best
in the experimental setting described in this paper.
However, the best value may not only be influenced
by the size of the corpus but also other characteris-
tics of the corpus. We still need to conduct further
studies to clarify the relationship and to find the best
way of determining the optimal number of clusters.

6 Conclusions

We proposed a method of selecting training sets for
training language models that drastically reduced
the sizes of language models and the training set.
It simultaneously improved the performance of the
model.

We carried out experiments using data from the
Chinese-to-English translation track of TC-STAR’s
third evaluation campaign. The experimental results
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Figure 6: Test set perplexity by method with several
numbers of clusters.

indicated that our method reduced the size of the
training set by 60% and test-set perplexity by 12%.

The language model obtained with the method
also produced good results with SMT applications.
Our experimental results demonstrated that an SMT
system with a half-size language model obtained
with our method improved the BLEU score by
0.0037 and the NIST score by 0.0842.
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