
Domain Dependent Statistical Machine Translation

Jia Xu†, Yonggang Deng∗, Yuqing Gao∗ and Hermann Ney†

†Computer Science VI
RWTH Aachen University
D-52056 Aachen, Germany

{xujia,ney}@cs.rwth-aachen.de

∗IBM TJ.Watson Research Center
1101 Kitchawan Road,

Yorktown Heights, N.Y. 10598
{ydeng,yuqing}@us.ibm.com

Abstract
While statistical machine translation (SMT) has advanced significantly with better modeling techniques and much more training data,
domain specific SMT has received much less attention and leaves much room for further improvements. In this work, we address domain
issues and propose to use the combination of feature weights and language model adaptation, to distinguish multiple domains, which
share a general translation engine with phrase-based log-linear models. The proposed method requires much less parallel data than
what is typically used to build a domain independent system, which makes it easy, cheap and efficient to capture as many domains as
required. Domain adaptation during decoding is approached with source text classification methods. Our results on the GALE tasks
show significant improvements with the proposed domain dependent translation than domain independent translation.

1. Introduction
Statistical machine translation (SMT) addresses the

problem of automatically translating a text in one language
into a text in another language using machine learning tech-
niques and statistical modeling approaches. In SMT, mod-
els are trained from parallel and monolingual corpora. The
quality and quantity of the data and the underline model-
ing approach together mostly determines the quality of the
translation output. With the increasing availability of par-
allel corpora and a better modeling approach, a significant
improvement of the translation quality has been achieved in
the recent years.

While translation performance has been advanced sub-
stantially in general, translation style and domain issue
leave much room for further improvements. For instance,
translating an utterance can be quite different than translat-
ing a written sentence in selecting words and phrases and
their orders. Short phrases such as “what’s up” are more
likely to be observed in an informal situation than in writ-
ten form. This offers a challenge to genre adaptation of
SMT systems but causes at the same time a rise to potential
improvement if the issue can be handled properly.

In this work, we approach domain adaptation in ma-
chine translation with classification methods. Two main
problems need to be solved: the first one is how to build
domain specific SMT systems in training; the second is
how to perform domain adaptation during decoding. For
the first problem, we use the domain dependent language
modeling or feature weights combination. When translat-
ing a test document, we are going to automatically identify
its domain and then apply a corresponding decoding setup.
Different text classification methods are going to be inves-
tigated and compared. Furthermore, we are going to show
their impact on translation performance.

We are going to review our baseline translation system
in section 2., then we are going to discuss how to build
domain specific SMT systems in section 3. and how to do

domain adaptation during testing in section 4. In section
5., we are going to present the experimental setup and are
going to show the classification and the translation results,
followed by the conclusions and future work.

2. Review of the Baseline Translation
System

In statistical machine translation, we are given a source
(’Foreign’) language sentence fJ

1 = f1 . . . fj . . . fJ , which
is to be translated into a target language (‘English’) sen-
tence eI

1 = e1 . . . ei . . . eI . Among all possible target lan-
guage sentences, we will choose the sentence with the high-
est probability:
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The decomposition into two knowledge sources in Equa-
tion 1 is known as the source-channel approach to statisti-
cal machine translation (Brown et al., 1990). It allows an
independent modeling of the target language model Pr(eI

1)
and the translation model Pr(fJ

1 |eI
1). The argmax opera-

tion denotes the search problem, i.e. the generation of the
output sentence in the target language.

The notational convention will be as follows: we use
the symbol Pr(·) to denote general probability distribu-
tions with (nearly) no specific assumptions. In contrast, for
model-based probability distributions, we use the generic
symbol p(·).

2.1. Log-linear Model for SMT
As an alternative to the classical source-channel model,

the log-linear model (Och and Ney, 2003) has become pop-
ular and proved to be effective in directly modeling the dis-
tribution of a target sentence when given a source sentence:
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The denominator is a normalization factor, which guaran-
tees a proper probability distribution over all possible target
sentences conditioned on the source sentence. Since fJ

1 is
given during the decoding process, the denominator can be
ignored, and the searching criterion is simplified as
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The log-linear model is a generalization of the source-
channel model. One advantage of the log-linear model is
easy integration of multiple feature functions hm, which
guarantees a direct statistical decision during decoding for
an accurate output and fast search. We will discuss active
features used in the translation engine in section 2.2.

Usually the scaling factors λm are estimated iteratively
to maximize the likelihood of the training data under the
log-linear model using, i.e., GIS algorithm. Alternatively,
they can be trained discriminatively on a development set
to directly maximize the translation performance measured
by an error criterion (Och, 2003).

2.2. Decoding Process and Active Features
In SMT, translation is implemented as a statistical de-

cision making process to search for the best target sen-
tence within all possibilities. We use phrase-based trans-
lation (Och et al., 1999; Och and Ney, 2004; Koehn et al.,
2003), which takes phrases as basic translation units rather
than words. A phrase is a consecutive sequence of words,
which captures word context naturally. In a typical phrase-
based SMT system, the translation process begins with the
segmentation of the source sentence into phrases, and then
translates each source phrase into a target phrase, and fi-
nally reorders the target phrases to generate the output hy-
pothesis.

Our translation system employs the phrase-based log-
linear model. The decoder generates target sentences from
left to right by covering source phrases in a certain order
under the heuristic function. The underline feature func-
tions hm in Equation 2 are crucial to the search procedure.
We briefly describe some of them:

Phrase Translation Model:
The phrase translation model is the most crucial com-

ponent, sometimes it is referred as phrase translation ta-
ble, which specifies alternative translation candidates and
their probabilities for each source phrase. To build a phrase
translation model, we start from a collection of parallel sen-
tences and word alignments between sentence pair. We use
IBM Model-4 word alignments (Brown et al., 1990) trained
with the GIZA++ toolkit (Och and Ney, 2003). All phrase
pairs with respect to word alignment boundaries are iden-
tified (more details are in (Zens et al., 2002)) and pooled
to estimate a phrase translation table by their relative fre-
quency. For better performance, we use phrase translation
models in both translation directions.

Word-based lexicon Model:
To alleviate the data sparseness problem, a word-based

lexicon model (Zens et al., 2005) is usually introduced to
smooth the phrase translation probabilities. We assume all
words in the source phrase generate all words in the phrase
equally as in IBM Model-1. The lexicon probability is esti-
mated as relative frequency from the word-aligned training
corpora. Like a phrase translation model, we also apply a
word-based lexicon model in both directions.

Target Language Model:
A target language model helps to discriminate alterna-

tive target hypothesis by assigning, ideally, higher probabil-
ity to a sentence which is more likely to be spoken/written.
In our system, we use a statistical n-gram language model
with modified Kneser-Ney smoothing trained with the SRI
language model toolkit (Stolcke, 2002).

Word and Phrase Penalty Model:
The word and the phrase penalty model simply counts

the number of target words and the number of target
phrases. These two heuristics affect the average sentence
and the phrase lengths.

3. Building Domain Specific SMT Systems
After reviewing the baseline translation system, we are

now going to discuss how to build domain specific SMT
systems. Ideally, we would have domain specific training
data and could build separate SMT system for each domain.
Practically, this is hardly the case. We assume that we have
a collection of training corpora with the general domain in-
cluding a variety of different domains. And at the same
time, we have some domain specific parallel documents to
be used for building the domain specific systems.

We avoid building separate systems for multiple do-
mains due to a lack of training data. But we will build a
general SMT system to be shared among all domain spe-
cific systems, which are constructed in two ways:

1. Domain dependent model combination
We distinguish domain specific SMT systems by the
combination of the feature weights, i.e., scaling factors
in Equation 2:

{λm,m = 1, · · · ,M}

The feature functions are described in Section 2.2. Do-
main specific scaling factors will be trained discrimi-
natively on the domain specific development set.

2. Domain dependent language modeling
The documents to be translated can have different lan-
guage styles, e.g. the language style of broadcast con-
versation is very different from that of the newswire
text. Therefore, we can generate a specific language
model for each domain.

We use a sentence-level mixture of K sublanguage
models (Iyer and Ostendorf, 1996), each of which can
be identified with the n-gram statistics for a specific
topic of sentences. The probability of a word sequence
w1, .., wN is modelled as

P (w1, .., wN ) =
K∑

k=1

γk[
N∏

i=1

Pk(wi|wi−1
i−n+1)], (3)



where γk are the mixture weights and Pk() is the n-
gram model for the k-th topic.
The advantage of both methods is that we only need a
small amount of data from each domain.

4. Domain Adaptation
Before decoding a test document, we decide which do-

main specific SMT system is to be applied by examining
the source text of the test document. So the domain adap-
tation is transformed into a monolingual text classification
problem: Which domain is the test document most similar
to?

In theory, any text classification method can be applied
here. We investigate and compare two text classification
techniques: One technique is based on domain specific lan-
guage models, the other is based on an information retrieval
approach.

4.1. Language Model Based Domain Identification
We will consider two domains as an example, e.g.

newsgroup text and newswire text. We build domain spe-
cific language models Pd (d ∈ {1, 2}) for the source side
of the development corpora. Since the development sets are
usually small, each of the models Pd is linearly intepolated
with a general domain independent language model Pg:

P ∗
d (w|h) = (1 − α)Pd(w|h) + αPg(w|h) (4)

For a test document to be translated, we compute the
perplexity of each domain specific language model P ∗

d and
select the domain with the lowest perplexity.

4.2. Information Retrieval Approach
The second method for text classification is based on

concepts from information retrieval. We use a simplified
version of the method described in (Iyer and Ostendorf,
1996). We compute the similarity S(d) between a test doc-
ument and the development set of domain d:

S(d) =
∑

w∈A∩Ad

1
(|Aw| + 1)|A|

, (5)

where Ad is the set of words for the development set of
domain d, A is the set of words in the test document, |A|
is the vocabulary size of the test document, and |Aw| is the
number of documents in the test corpus containing the word
w.

For each test document, we select the domain with the
highest score S(d).

5. Experimental Results
The experiments have been carried out on the GALE

Chinese-English tasks of 2006 and 2007. In both tasks,
we use similar training corpora as well as the training
and decoding processes. In task I, there are two domains,
newswire text and newsgroup text, the domain of test data is
not given, so we performed the domain adaptation methods
described in Section 4. In task II, there are four domains in
the test data, newswire, broadcast news, broadcast conver-
sation and web text. The domain boundaries are provided
already, so there is no need to perform the domain classifi-
cation any more.

5.1. Task and Corpus
The corpus statistics of the bilingual training data and

the test sets are shown in Table 1. The preprocessing
step includes the tokenization and the categorization on the
numbers and dates. Long sentences are segmented into
short sentences using the binary segmentation method (Xu
et al., 2006) to reduce the training time. After the prepro-
cessing and segmentation, the parallel training data con-
tains more than 20 million sentences and approximately
250 million words in each language.

The six-gram language model was trained on the En-
glish part of the bilingual training corpus and on the mono-
lingual data from the LDC GigaWord corpus. The total
amount of the language model training data is more than
1.5 billion running words.

In task II, using the method described in Section 3., we
mix this general language model with a domain specific
language model trained with speech transcription domain
corpora containing over 100 million running words. The
language model mixture weights are optimized using Pow-
ell algorithm with the respect of the PPL measured on the
development corpus for each domain.

We use the BLEU (Papineni et al., 2002) score as the
primary evaluation criterion. Model scaling factors (feature
weights) are optimized with the respect of the BLEU score
using the Downhill Simplex algorithm.

In task I, we use the NIST 2002 evaluation set as the
newswire and the GALE 2006 dryrun development corpus
as the newsgroup development set. The evaluation set is
the GALE 2006 evaluation data. The sentences in some
Chinese test sets are segmented but not in the English ref-
erences. Our purpose is to show that the system optimized
on the domain specific development corpus outperforms the
one optimized on the general or out of domain development
corpus.

In task II, the GALE 2007 development corpus is taken
as development set, and the evaluation set is the 2006 MT
development corpus GALE part. Here each test set is sep-
arated into four domains, the domain dependent language
modeling helps in translating the data in the broadcast con-
versation (B.C.) and web text (W.T.) domains but not in
translating the newswire and broadcast news documents,
since most of the training corpora are already newswire ar-
ticles.

Because of the large amount of training data and the
categorization, the out of vocabulary words (OOVs) on all
Chinese test sets are low. The statistics of the English ref-
erences are measured without preprocessing.

5.2. Classification Results
Our primary goal of addressing the domain issue in ma-

chine translation is to improve the translation quality. Since
the domain adaptation is implemented as document clas-
sification, the classification accuracy can be indicative of
translation performance. In this section, we are going to
present the results of the classification methods described
in Section 4. for task I.

From two aspects we separate the evaluation set into dif-
ferent domains, i.e. the newswire and newsgroup. There are
55 documents in the evaluation set, including 36 newswire
and 19 newsgroup articles. We calculate the classification



Table 1: Corpus Statistics.
(RW: running words, OOVs: out of vocabulary words)

Chinese English
Train Sentences 20.3 M

R.W. 249 M 269 M
Vocabulary 251 K 430 K
Singletons 109 K 160 K

Task I
Dev newswire Sentences 878

R.W. 24 111 27 914
Vocabulary 4 095 3 888
OOVs 3 100

newsgroup Sentences 2 203 2 115
R.W. 41 102 46 759
Vocabulary 5 660 5 423
OOVs 11 113

Eval newswire Sentences 460 364
R.W. 9 979 10 344
Vocabulary 2 636 3 155
OOVs 11 1 279

newsgroup Sentences 441 415
R.W. 9 606 10 526
Vocabulary 2 594 3 042
OOVs 11 1 378

Task II
Dev all Sentences 3 166

R.W. 72 326 79 674
Vocabulary 8 481 7 745
OOVs 177 1 103

B.C. Sentences 1 431
R.W. 21 934 23 445
Vocabulary 2 982 2 776
OOVs 41 312

W.T. Sentences 657
R.W. 17 778 19 757
Vocabulary 4 221 3 680
OOVs 84 258

Eval all Sentences 2 276
R.W. 48 654 54 493
Vocabulary 6 735 6 213
OOVs 49 1 340

B.C. Sentences 979
R.W. 14 162 15 287
Vocabulary 2 434 2 204
OOVs 2 436

W.T. Sentences 415
R.W. 9 946 11 822
Vocabulary 2 667 2 478
OOVs 23 235

error rate by dividing the number of incorrectly classified
documents by the number of all test documents.

1. Language model approach

This method was presented in Section 4.1. We build
a six-gram language model from the Dev newswire
corpus and from the Dev group corpus respectively.
Because of the limited resources in each domain, we
also produce a trigram general language model LMg

in Equation 4 to cover some unknown words from the
evaluation data. The vocabulary is constrained to the
union of the vocabularies of the Dev newswire and
Dev group. The general language model was trained
on the Chinese side of the bilingual corpora in Table 1.

Further more, as shown in Figure 1, the lowest error
rate is 25.5%, if the value of α (see Equation 4) is
set between 0.5 and 0.7 or between 0.9 and 0.95. In
Figure 1, the blue (with plus symbol) and green line
(with star symbol) plots the classification error rate on
the newswire articles and on the newsgroup articles re-
spectively. The red line (with circle symbol) indicates
the error rate in both domains. We see that the error
rate curve is flat until the value of α approaches one.
As long as the general language model weight is not
given a very high value, the results from the combina-
tion of the in-domain and the general language model
are stable.

2. Information retrieval approach

Using the information retrieval approach described
in Section 4.2. we have a classification error rate of
34.5%, where none of the newswire article is classified
wrongly, and 19 of the newsgroup articles are classi-
fied incorrectly as newswire.

Figure 1: The documents classification error rate related
to the weight of the general language model α on the
newswire (+), newsgroup (*) and all (o) data sets.

5.3. Translation Performance
Since the language model approach outperforms the in-

formation retrieval approach in the test document domain
classification results, we simply perform the translations
with the classification results obtained using the language
model approach.

5.3.1. Evaluation Metrics
So far, in machine translation research a single gener-

ally accepted criterion for the evaluation of the experimen-
tal results does not exist. Therefore, we used different cri-
teria.



• WER (word error rate):
The WER is computed as the minimum number of
substitution, insertion and deletion operations which
have to be performed to convert the generated sentence
into the reference sentence.

• PER (position-independent word error rate):
The PER is defined as the WER ignoring the word or-
der.

• BLEU score:
This score measures the precision of unigrams, bi-
grams, trigrams and fourgrams with respect to refer-
ence translations with a penalty for too short sentences
(Papineni et al., 2002). The BLEU score measures the
accuracy, i.e. larger BLEU scores are better.

• NIST score:
NIST score (Doddington, 2002) is similar to BLEU,
but it uses an arithmetic average of N-gram counts
rather than a geometric average, and it weights more
heavily those N-grams that are more informative.

• TER
Translation Edit Rate (TER) (Snover et al., 2006) mea-
sures the amount of editing which a human being
would have to perform to change a system output so
it exactly matches a reference translation.

5.3.2. Translation Results
In task I, we distinguish the systems with different set-

tings of the scaling factors of the log-linear model in the
decoder.

In Table 2, in the baseline systems the scaling factors
are optimized on the newswire development corpus. If all
the newsgroup documents are translated with the feature
weights optimized on the newsgroup development corpus,
we receive oracle best (O.B.) translation results. Here we
show the oracle best results optimized with the respect of
the BLEU and the TER. Using our language model based
document classification method with α = 0.5, the BLEU
score rises from 9% to 11%, which is an improvement of
18% relatively, while the TER score reduces too. The ora-
cle best shows the BLEU score can still reach to 13.6%, if
the documents are 100% correctly classified.

In task II, the domain dependent language models (gen-
reLMs) instead of a general language model are applied in
each domain specific system.

From Table 3, we see the perplexity of the domain spe-
cific language model measured on the development corpus
in each domain reduces a lot. This results in the improve-
ments of the translation performances in both domains, i.e.
0.6% in the BLEU score for the web text and 0.9% in the
BLEU score for the broadcast conversation domain.

5.3.3. Classification Accuracy versus Translation
Performance

For task I, we plot the BLEU scores of the newsgroup
text translations and the classification error rates measured
on all data sets (newsgroup and newswire text). The in-
correctly classified documents are randomly selected. As
shown Figure 2, a roughly proportional relationship exists
between the document classification accuracy and the trans-
lation performance.

Figure 2: The translation performance in the BLEU score
related to the documents classification error rate for news-
group text in task I.

6. Conclusions and Future Work
We have discussed the domain issue in statistical ma-

chine translation and proposed an efficient method to build
domain specific machine translation systems. We have used
a combination of feature weights of the phrase-based log-
linear translation model to discriminate multiple domains.
The training of a domain specific system is a tuning pro-
cess where the translation performance is to be maximized
on a small amount of the domain specific development set.
Moreover, the domain dependent language modeling also
helps in enhancing the translation performance in each do-
main.

Domain adaptation during the translation of the test
documents are implemented as solving monolingual text
classification problems. We compared a language model
based approach with an information retrieval based ap-
proach and found the former achieved lower document clas-
sification error rate.

Our results on the GALE Chinese-English translation
tasks have showed that the domain adaption in the transla-
tion process achieved significant improvements over the do-
main independent translation, even with a pretty high doc-
ument classification error rate in the domain adaptation.

We plan to exploit better document classification algo-
rithms. Another future work is to perform dynamic domain
selection and adaptation driven by the test data.
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