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Abstract

Example Based Machine Translation (EBMT) is limitedthe quantity and scope of its training dataerEwith a reasonably large
corpus, we will not have examples that cover evemgt we want to translate. This problem is espgcidvere in Arabic due to its
rich morphology. We demonstrate a novel method éxatoits the regular nature of Arabic morphologyiricrease the quality and
coverage of machine translation. Through the usgeatralization and rewrite rules, we are abletmver the English translation of
phrases that do not exist in the training corpBrathermore, this system shows improvement in Blelen with a training corpus of
1.4 million sentence pairs.

will be quite large. A large vocabulary means that the
Introduction number of occurrences of each word is quite low. Even

As the world grows more interconnected, the need folVith & reasonably large corpus, we will not have exasple

translating other languages into English becomes morkat cover everything we want to translate.

pervasive. In particular, the current stage of woffdies . .

has cast a spotlight on Arabic. As a result, in the tast f What we propose is a novel approach that exploits the
a{_egular nature of Arabic morphology to increase the qual-

chine translation projects. This focus on Arabic has relty and coverage of data-driven machine translation. Al-

sulted in many rich resources available for the languagdN©ough the training data may lack an exact phrasal match,

We now have a GigaWord Arabic corpus, several million®"€ can still derive the proper translation of many phrases

sentence pairs of bilingual text, and a handful of morpho?Y €ombining information from the corpus with an under-

logical analyzers. However, the presence of these tooffanding of Arabic morphology. This is performed by
ooking at Arabic phrases as a whole, allowing inexact

does not mean that we have solved the problem of int

grating them together and building an effective translatiof@tching of morphological features, and adapting the
platform. English translation. For example, if we have a phrase

where the noun and adjectives are marked for definite-

One of the key features of the Arabic language, in shargess’ we allow it to match the corresponding indefinite
contrast to English, is its rich morphology. At the cofe Phrase (and possibly make a correction by inserting “the
an Arabic word is a root -- a sequence of three consenanMo the Enghsh translation). Qur method consists ofethre
(more rarely four) -- that indicates a general concept o"&in parts: l') generalization, 2) filtering and adaptation,
class of words. For example, the triconsonantal root k-t-§nd 3) rescoring.
refers to writing and is used in the words that arastra .
lated in English as ‘writing’, ‘book’, ‘letter’, ‘library Previous Work
‘school’, ‘typewriter’, and ‘dictation’. Words are fored  Although our approach is new, there have been several
by combining the root with a different vowel pattern to attempts to apply an understanding of Arabic morphology
form a stem. Thus, kAtib (<) is ‘writer’ and kitAb  to machine translation. (NieBen and Ney, 2000; Young-
(LLs) is ‘book’ 2 Analysis of these stems is complicated Suk Lee, 2004; Sadat and Habash, 2006; Zollmann et al.,
by the fact that most vowels are omitted in normal writ-2006) all present techniques that select a morphological
ing. Arabic words must also be conjugated, so in aafditi analysis and split the source text in a manner that closely
to the vowel pattern, affixes are attached to represent imeflects the English translation. The latter three specif
formation such as number, person, or gender. On the otheally address techniques for Arabic. (Sadat and Habash,
hand, English has very little morphology and one Englist2006) provides additional insight by studying the effect of
word will often have several different representatiams i different morphological preprocessing decisions and the
Arabic. size of the training data. They conclude that an English-
like segmentation scheme works well in Arabic on small
Data-driven machine translation is typically limitedtbg = data sets, but for large datasets minimal segmentation -
quantity and scope of its training data. This is problemati splitting only conjunction clitics and patrticles -- shoblel
in Arabic due to its complex morphology. If we considerperformed. Conceptually, the most similar work to ours is
every combination of a stem and morphological affixes tahat of (NieRen and Ney, 2004) and (Yang and Kirchhoff,
be a separate word, the vocabulary of our training corpu006). (NieBen and Ney, 2004) describes a statistical
translation system that uses a generalized hierarchical
lexicon with morphological features for German-English
* Sometimes the term root and stem are used integelaiy. In translation. (Yang and Kirchhoff, 2006) take this on@ ste
this paper a root refers to only consonants aridra & the re- further and describe a statistical system that genesaliz
sult of applying a vowel pattern. Neither term urdes affixes. over the phrase table through a back-off model with ex-

ti(,;\rl]l Romanized Arabic text follows the Buckwalteamslitera- amples in German-English and Finnish-English transla-




tion. However, this latter work only uses stemming andnflections.

compound splitting. To the best of our knowledge, all

published research that addresses morphology in Arabiconceptually, we want to replace the surface form of a

machine translation has pursued segmentation. Furtheword with a token that corresponds to its meaning. Recall

more, most of the approaches above also were only evaltrom the introduction that Arabic words are composed of

ated with 100,000 sentence pairs or fewer. a stem and affixes. The meaning of most Arabic words is
contained within the stem; thus, a simple approach to this

Our approach relies on the strength of Example Baseis to stem each wortlUsing the analysis shown in Figure

Machine Translation and performs fuzzy matching ofl of wktAby, we would remove the affixeg andy.

morphological features across entire phrases. Using mor

phologically similar phrases is especially helpfullam- Prefix Stem Suffix

guage pairs such as Arabic-English where word order is Surface  w KtAD y

different at a phrasal level. The morphological geteaal

tion technique is an extension of the method described in

(Phillips and Cavalli-Sforza, 2006). It is similar torima-

tization except that it explicitly allows for ambiguous ) )

morphological analysis. In order to facilitate a trapait Figure 1: One Analysis afktAby (-15)

to other languages, our system does not require a morphgs aljuded to earlier, Arabic text is usually writterttwi
logical analyzer that outputs a unique analysis. Amyguit 5t short vowels. This is why Figure 1 omits the bold let-
is explicitly permitted and resolved by the context of theio < in the surface formvakitAbiy. In addition, some

phrasa'l match. Our approach |s.n0vel In tha}t we go b%tters that look very similar are often mistakenly inter
yond simple phrasal backoff and include rewrite rules tha

dynamically account for any differences in morphologicalggagfaetg'|Z§;re)ximglfé§uig?ﬂnfg}s gv;:;eonuﬁfg
features. The rewrite rules adapt the English translation ; P L 9 . gum
order to more closely match the source text. Lastly, w'ty when determining a proper morphologlpal analysis.
demonstrate that our technique scales well with the $ize deeed’ the §urface formHl (J~3) has 47 d!ffe;rent solu-
training data and provides additional improvement evefions according to the BAMA. A more realistic case
with a corpus of 1.4 million sentence pairs. would be_ our example from earlievktAby, which still o
has 13 different morphological analyses as shown in Fig-
Panlite and the EBMT Engine ure 2. Not only is there ambiguity in determining the-cor
In our research we employ CMU’s Example-Based MTrect mqrphological analysis, bL.’t i.t is often difficult t
(EBMT) engine (Brown, 2000a) which was developed aSdetermlne the correct stem. Within the 13 analyses for

part of the The Pangloss-Lite (Panlite) MT system dFre wktAbythere are still 3 possible stems with 4 different
erking and Brown, 1996). Given an input sentence, th&€anings.

EBMT engine retrieves lexical matches from an indexe
corpus. These examples, as well as word-for-word transl
tions from a bilingual lexicon, are stored in a latticarir
which the final translation is extracted with the helpao
language model using a search process equivalent to t
decoder in a statistical MT system.

Voweled wa + kitAb + iy
Gloss ‘and’ ‘book’ ‘my’

g[here is also a problem with stem changes, such as in the
common broken plurals, which are formed by modifying

¢ the stem rather than adding a plural affix. From our exam-
H'L:g we know thakitAb is book, but the plural form ieu-

tub.

Generally, a human can determine the correct word by the
BAMA . s

) meaning and context of a sentence. However, this is a
In order to analyze the Arabic text, we use the Buclemalt gitficult task for a computer. Though there are analyzers
Arabic Morphological Analyzer (BAMA). This analyzer that look at the surrounding context and select the most
identifies all possible combinations of stems and affixesjkely analysis (Habash and Rambow, 2005), we would
for a word. For each analysis the stems and affixes afgrefer to not make such decisions early on and potentially
annotated with the morphological features they represenfemove good candidatédnstead, we preserve the ambi-
Each stem is also associated with a lemmalD (whicly,ity of the analysis and allow the system to select the
groups together stems with similar meanings) and an Engest one at runtime. Furthermore, not requiring a more

lish gloss. All analyses are context insensitive and do No{gvanced analyzer makes the system's requirements fairly
indicate their likelihood. BAMA returns these analysss |o and the transition to another language much easier.

an XML document. Due to the nature of XML, analyzing

a few megabytes of text results in hundreds of megabyt&githout a more sophisticated morphological analyzer, we
of output. To speed up processing, we modified BAMA tocannot strip the affixes because we do not always know
create a more compact output that could be read directlyhich part of the word is the stem. Even if we could iden-
by our EBMT system. tify the stem, that is not always good enough because
. . sometimes the stem changes form. Thus we need a level
Generalization

Our goal is to find an example in the training corpus tha? If we wanted even more generalization, we couklthe root

mat_ches t_he Arabic source teXt reggrdless of morpholprf each word, but many words that share a roobalgevaguely
cal inflection. In order to achieve this goal we generalizgg|ated. We tried a few experiments with this ilgi, but did

every word in the corpus (retaining information about itsnot pursue the approach further.

original form). We replace the surface form of eadtdv  * preliminary experiments with early ambiguity rerabshowed
with a token that is the same across all morphologicalorse performance.




lemmal D M orphological Analysis

kitAbiy~_1 ;’ﬁ + ‘Writli(:g';?/;/)r/;ten'

kitAbiy~_1 ;::i + ‘Writli(:gA/E)/;/)rﬁten’ * [def.lrjlom.]

kitAbiy~_1 ‘;ﬁv + ‘writ'i(:g'g\/?/;/)r/{;ten’ " [def?acc.]

kitAbiy~_1 ‘;ﬁv + ‘Writli(:gA/?,;/ﬁten' * [def.lgen.]

kitAbiy~_1 ‘;ﬁ’ " ‘Writli(:g';?/\l/)rﬁten’ * [inde1"\_|nom.]

kitAbiy~_1 ‘;ﬁ%’ + ‘Writ'i(ggl\)/:/)r/{;ten’ * [inde};gen.]
kitAb_1 ‘;ﬁ’ * ISISQE i ‘two?ﬁcc.]
kitAb_1 ‘;ﬁj’ * Egﬁﬁ " ‘two?)fgcc.] * %?/
kitAb_1 ;’fa + E'S’SE * ‘two?)[/gen.]
kitAb_1 ‘;I:%, + ‘Igi;ﬁg " ‘two@[/gen.] " rf;
kitAb_1 ey * ‘E‘Q’QE * n?;

kut-Ab_1 | S+ ‘vi||al§:at~sActtJmoo|" " r#;
kAtib_1 ‘5\1,:16(11’ * ‘authk;rt;/evbriters’ i fx/

Figure 2: All Morphological Analyses @iktAby (1S ).

of abstraction higher than the stem. For every word in theles we must look for in our corpus at run time. Unfortu-
lexicon, BAMA provides a lemmal®The lemmalD is a nately, the morphological ambiguity in Arabic can be
canonical form that represents a distinct semantisese quite extreme compared to western languages. Thus, our
For example, the lemmalD fditAb ‘book’ and kutub ~ goal of having all lemmalDs that can be derived from an
‘books’ is “kitAb_1". Whereas using the lemmalD does Arabic word exist in the same cluster is not feasilde b
reduce the ambiguity, often a single word can still be anasause some clusters are simply too |&r§er efficiency,
lyzed as having several different meanings (and thus difve relax this restriction and form clusters of lemmalDs
ferent lemmalDs). such that most analyses of an Arabic word result in lem-
malDs that occur together in one cluster. At runtime the
Therefore, we abstract above the level of a singte le system is limited to looking up matches using the lem-
malD by forming clusters that represent several lemmalDs contained in one cluster. If two lemmalDs arg po
malDs. We assign each lemmalD to be a member of orgble analyses of an Arabic word and we have failed to
cluster. Our goal is to have all lemmalDs that can be deplace them in the same cluster, then we will only be abl
rived from an Arabic word exist in the same clustererTh to look for matches using one of the lemmalDs. It will no
we will be able to tag each Arabic word with a token rep-make the system worse than if no generalization was pre-
resenting that cluster. Because the cluster represents seent, but the system will not perform at its full potdntia
eral lemmalDs, it maintains the ambiguity of the analyses
Every possible analysis of the Arabic word results in dn order to build the clusters described above, we rephras
lemmalD that is present in that cluster. However, thisdoethe problem as a graph clustering problem. First we plo
not mean that every lemmalD present in the cluster is all the lemmalDs on a graph. Then we analyze every Ara-
valid analysis of the Arabic word. The clusters are nobic word in BAMA's lexicon. For each word we build a
unique to each word; rather, they are shared by manfylly connected graph of the set of lemmalDs that are pos-
words. Thus, there may be extra lemmalDs present in sible analyses of the word. If a connection between two
cluster (which will be filtered out at run time). lemmalDs already exists, then we increment the weifjht o
the connection. See the example in Figure 3. To further
Theoretically, the number of lemmalDs contained imith ensure accuracy, we also adjust the weighted grapiheby t
each cluster is unimportant. However, in practice we dainigram probability of each lemmalD as calculated from
not want to have very large clusters. The number of lem-

malDs in each cluster is proportional to how many exam o .
prop y 8 Our initial system did exactly that and was vemsty, slow. In

particular, there was one cluster that containest 8000 lem-
® Our system is not dependent on BAMA, but if stems malDs and occurred frequently. This large clustas the result
change form (as they do in Arabic) then the analyzest pro- of some two letter Arabic roots and correspondergrhalDs
vide some canonical form for the stem. being possible, but unlikely, analyses of a widegeaof words.




Figure 3: Example of Clustering. Each ellipse represetemmalD. The dotted boxes and lines are not part ofréihg
Rather, they are provided to illustrate to the reader thdiAmwords that result in this graph structure.

the LDC Arabic Treebank. The actual clustering is donehey are. If the surface forms are equal, then we have a
using a technique developed by (van Dongen, 2000) angkerfect match. (This would be the same as if we wame r
the freely available MCL toolkit. This algorithm ran- ning the system without morphology.) If the surface forms
domly walks through the graph to determine areas of highre not equal, then we determine if we have a valid gener-
connectivity. Based on parameters given to MCL, we aralization by comparing lemmalDs. If any word in the ex-
able to adjust the required amount of interconnectivity anémple does not share a possible lemmalD with the
thus the size of the clusters. corresponding word in the text to be translated, tlznex

ple is discarded. Additionally, it should be pointed out
These clusters are then used to transform the textaso ththat we are only looking at phrases (2 or more words), s
we can look up all morphological forms of a word with there is also some context that must be the same.
one token. Each word in the text is replaced by a token --
the name of the cluster to which it belongs. In addition)f there are matching lemmalDs in both the source text
we annotate the text with information about the originaland the example, then we compare the morphological
form of the word and its possible morphological featuredeatures. To be a valid translation candidate, some mor-
from BAMA. This is important because we use the infor-phological features such as part of speech and person must
mation later to identify the best translations. This precesbe the same. It is necessary that these features tdo no
is external to the EBMT system so that a different-mor change in order to recover a proper English translation.
phological analyzer could be used and so that it could be
easily applied to a different language. We perform thifOther features such as gender and case are allowed to be
process on both the training text and the evaluation text. different. Most of the time these features, while défer

in Arabic, have the same realization in English. Even if

Filtering & Adaptation the realization is occasionally different, it results an

At runtime the EBMT engine looks for examples that will 2cceptable English translation. The EBMT system is prob-
yield the correct English translation. This is done byaPilistic and in the end a language modeler will select the
searching for Arabic matches based on the clustering d&n0st likely combination of phrases. It is usually better to
scribed above. When we retrieve an example, we know geta long phrasal match that is mostly correct tharrtreso
is only a possible match. The clusters are often broad artfd Word by word translation.
over-generalize. We need to determine which examplesin . . . .
our training data are true morphological generalizationg\dditionally, we allow matches with morphological fea-
and which ones are noise created by the clustering. Addfres that alter the English translation, if the change is
tionally, we may have to adapt the translation of some ofasily defined. When this occurs, the system dynamically

the examples we find in the corpus if the morphologicalalters the English translation via a rewrite rule to match
features differ. the change in morphology. For example, one of the most

common adjustments made is to account for the prolific

We iterate through each possible morphological analysidSe Of initialwa in Arabic. I'_I'he pr%fixNa Is identified IEy H
of the text to be translated and all matches from the coP~AMA as a conjunction clitic, and our system marks the

pus. For each pair of analyses we determine how simildirase with the morphological feature CONJ. Sometimes
wa is translated as ‘and’, but frequently it is extraneous

and it is dropped from the English translation. In its un-

7 Available at http:/micans.org/mcl/.



voweled formwa appears simply as. Although we may Proper scoring of the generalizations plays a critica rol
not have seen the phrasAlktAb Alqdym (228! CiSlis) we  in the system. Initially, the system had a predefined
may have seedlktAb Alqdym (-8l Sl translated as weight for each morphological feature and the scoring
‘the old book'. In this case we do not know if ‘and’ (due was multiplicative. Thus, a morphological generalization
to the presence af) should appear in the English transla- that had a change in definiteness and gender would be the
tion. Thus we put both ‘the old book’ and ‘and the oldproduct of the weights for definiteness and gender. How-
book’ into the lattice and rely on the language modeler t@ver, the performance of this system was suboptimal.
select the correct phrase in context. Similarly, theéesys
will add or remove words from the English translation toWe ran the system over parts of the 2003 NIST MT
account for the presence or absence of prepositions aftvaluation (MTO3) data and compared the generalized
definite markers in the Arabic text. matches to four reference translations. An example was
marked as correct if its translation was found in tlierre
Allowing generalization to take place over morphologicalence translations and incorrect if it was not preseanin
features that alter the English translation and then recoveof the reference translations. Short matches (those con-
ing a valid English translation through rewrite rules sig taining a single word or whose total length was less than
nificantly enhances our coverage. Although there are &0 characters) were excluded from analysis. Then we ran
handful of morphological features that do not usuallytests to see how often each generalization was ¢@nec
change the English translation (the ones we do not snodifthe results were surprising. Figure 5 is a partial supma
as explained previously), they do not occur with as muclof the morphological generalizations performed on tri-
frequency. It is very common to find two translations thatgram examples retrieved from the corpus. The percentage
are subtly different -- where the only difference is thha¢  next to each line indicates how often the generalization
uses a different preposition or is marked as definite andias correct. Each set of parenthesis indicatesthipho-
the other is not. Fortunately, these changes can easily bagical generalizations (if any) performed at that position
captured and adjusted for with rewrite rules. The rewritén the phrase. Figure 5 illustrates that removing a preposi-
rules allow the largely statistical system to tap imtonan  tion in the first word of a trigram is much more likety t
knowledge of how morphological features change thée correct than removing a preposition later in the phrase.
translation. They allow our system to increase coverag&hus, we needed to score differently based on the location
and generate examples that do not exist in the corpus. of the generalization. Furthermore, the score for a com-
bined value does not appear to be related to its indavid

Not Allowed

Allowed without
M odifications

Allowed with
M odifications

Part of Speect
Aspect
Voice

Gender (not nouns

Case (only acc.
and nom.)
Mood

Definiteness
Negativity
Poss. Pronoun
Nom. Pronouns
Conjunctions
Prepositions
*Person

scores. Inserting or removing a definite article at the b
ginning of a trigram has approximately the same probabil-
ity. However, inserting a definite article and removing a
preposition at the beginning of a trigram is much more
likely to result in a correct translation than removing a
definite article and removing a preposition at the same
location.

11% () () (Preposition Removal)
13% () (Preposition Removal) ()

*Number
*Acc. Pronouns

*Currently Not Implemented

81% (Preposition Removal) () ()

34% (Definite Insertion) () ()

31% (Definite Removal) () ()

48% (Preposition Removal + Definite Insertion) () ()

Figure 4 shows the features over which the current syster 23% ( Preposition Removal + Definite Removal) () ()
is able to generalize. As noted in the diagram there a
still some features that are slightly more complex fo
which we have not yet had time to write the code. Numr

ber, for example, is fairly simple in the singular ama-p  This demonstrated that the scoring needs to be based off
ral, but Arabic has a dual number that might appear as gme training data and have different probabilities for
plural or some permutation of ‘both’ or ‘two of' in the gach possible combination of morphological features. The
English text. probabilities will not be exact, and by the nature of our
) tests looking for exact string matches, they areyikelbe
Scoring somewhat low. However, the final score for a translation
The EBMT engine returns a heuristic score for each exdsually depends on many different generalizations, so an
ample that roughly represents its alignment quality. Thisnexact weight for one generalization will not greatly af
score is then modified by a weight corresponding to howect the overall scores.
much generalization was required for the example to
match. A perfect match obviously needs to receive mordhe final score for each translation is an interpolation of
weight than a heavily generalized match. The score#s score for each type of generalization. The intetjmia
across all examples that resulted in the same target teweights are what we determine from training data, with
are summed together and then divided by the total of aflon-generalized examples given a weight of 1.0. Concep-
examples to produce a probability for each translation.  tually, we can think of the system as having different

Figure 4: Types of Morphological Generalizations

Figure 5: Percent Correct by Generalization.
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Small Improv. 28.90%  45.47%  11.95% 29.81% 12.35% 11.58% 37.61%  28.44%
LargeBaseline  0.2293 0.2604 0.3911 0.3436 0.3680 0.3550 0.3482 0.3434
LargeMorph 0.2466 0.2897 0.4027 0.3741 0.3856 0.3696 0.3836 0.3803
Largelmprov. 7.54% 11.25% 2.97% 8.88% 4.78% 4.11% 10.17%  10.75%

Figure 6: System Performance in BLEU with and without phatogical Generalization.

pora for each type of generalization and combining toset into four chunks that were approximately the same size

gether the examples it finds from each corpora. as the MT04 chunks. Document boundaries were pre-
served in all the splits and the chunks range in size from
Results 251 sentences to 387 sentences. Splitting the data in this

For the evaluation, we built one system with a small trainfashion allowed us to perform multiple evaluations while

ing corpus and another system with a large training cofmaintaining enough sentences to have meaningful results.

pus. The large dataset consisted of newswire text and .
sections of the UN Arabic-English Parallel Text Parameters controlling aspects of the system such as the
(LDC2004E13¥ The small dataset excluded the UN cor-Number of translation candidates, length ratio, reorder

pus and half of the newswire text. The large datasst waP€nalty, language model weighting, and more were tuned
approximately 1.4 million sentences pairs while the smalP? the MT03 dataset. The tuning process evaluated 26

dataset contained 50,000 sentence pairs. When data r@ﬁdom starting points and then maximized the best start-

scarce, we expected the morphological processing to brilg9 Point through hill-climbing. To help ensure that a lo-
large gains. However, we wanted to see if our syste al maximum was not found inadvertently, the procedure

could still contribute when very large amounts of trainingVas done twice on each data set. The parameters were
data were available. tuned for the baseline system which does not include the

morphological generalizations. Weights for the morpho-

Each system was evaluated on the 2004 and 2005 nidggical generalizations were determined sepgrately from
MT Evaluation data sets (MTO4 and MTO5). Each ofthe MTO3 dataset. However, the system that included the

these datasets contains four human reference translatiofiserphological generalizations used the same tuned pa-

MTO04 contains editorial, speech, and news genres, biifMeters as the baseline system.

nearly half of it is news. We desired to evaluate osF s . I
y y The results of our evaluation are shown in Figure 6. In

tem several times to determine when morphological ge%oth the small and large dataset we see a healthy im-

eralization is beneficial. As such, we split MT04 b . . C A
P Y185 provement over the baseline that is statistically signifi

but also divided the news into two parts -- one from Xin- - e
hua News Agency and the other from Agence Franc&ant. That the relative improvement for the small system

Press. MTO05 contains only news text also from xinhui; higher than the large system is to be expectechen t

News Agency and Agence France Press; we split this data/9¢ data scenario, the morphological fra_mework is not
needed as frequently as the corpus contains more of the

phrases we are trying to translate. However, the important

® Newswire includes AFA, AFP, ANN, ASB, eTIRR, Ummah  part is that the morphological framework does still im-
2006, and Xinhua.




prove the baseline between 3-11%. This proves our earlier Translation (pp. 22--32).
conjecture that due to the nature of Arabic morphology
even with a large corpus, there will be many phrases w
have not seen before.

Brown, Ralf D. (2000a). Example-Based Machine Trans-
lation at Carnegie Mellon University. In The ELRA
Newsletter, European Language Resources Associa-

It is interesting to point out that the speech genre showed tion, 5(1).

the largest improvement using both the small and larggq\yn, Ralf D. (2000b). Automated Generalization of
corpora. The morphological system also significantly ~rpangjation Examples. In Proceedings of the Eight-

:Slpgdtout t.h‘ta edlitorial genr?, but b% rt10tdas mutch. These eenth International Conference on Computational Lin-
0 data points alone are not enough to draw strong con- guistics (pp. 125--131).

clusions, but they do suggest that our method is particu-

larly useful when the genre or topic differs from theBuckwalter, Tim. (2004)Buckwalter Arabic Morphologi-

training data. cal Analyzer Version 2.0. Linguistic Data Consortium,
Catalog Number LDC2004L02.

From the news text we can see that the morphological .

processing in particular significantly boosts underperfrederking, R.E. and Brown, R.D. (1996). The Pangloss-

forming sections. Fluctuations across all the newsite Lite Machine Translation System. In Expanding MT

are likely due to the different news sources and document Horizons: Proceedings of the Second Conference of the

topics. Within the news genre the morphological generali- Association for Machine Translation in the Americas

zation improved the mean and decreased the variance.  (pp. 268--272).

The most encouraging result is that in these tests the moHabaS.h’ [\hzar and Ower! Rambow. .(2005)' Arabic To-
kenization, Morphological Analysis, and Part-of-

phological processing never resulted in a lower scae th . F .
the baseline. Thus, we can safely apply this method even Speech Tagging in One_FeII SWOOP' !n Proceedings of
the Conference of American Association for Computa-

when training on very large datasets. Furthermore, we ' . At
evaluated both systems using parameters tuned for the fional Linguistics.

baseline. We expect even greater gains if we tune the ppae, Young-Suk. (2004). Morphological analysis for sta-
rameters for the system that uses morphological generali- tistical machine translation. In Proceedings of the Hu-
zations. man Language Technology and North American

. Association for Computational Linguistics Conference.
Conclusion

In conclusion, we have described a system that improvedi€®en, Sonja and Ney, Hermann. (2000). Improving
the quality of translation by generalizing over Arabic S'VAT Quality with Morpho-Syntactic Analysis. In The

morphological features at the phrasal level. When the 18t_ I_nternat|ona| Conference on Computational Lin-
morphological features differ, if necessary, the syste  guistics.

automatically alters the English translation through reyieren Sonja and Ney, Hermann. (2004). Statistical Ma-

write rules. As a result of this work, the EBMT syatés chine Translation with Scarce Resources using Mopho-
now able to effectively translate Arabic phrases it has Syntactic Information. Comput. Linguist, 30(2), 181--
never seen before based on morphologically similar 204 ' ’ ' '

phrases. This, in effect, extends the coverage of #ie- tr

ing corpus, which also increases accuracy of translatiorPhillips, Aaron B. and Cavalli-Sforza, Violetta. (2006).
Moreover, this system improves BLEU scores even when Arabic-to-English Example Based Machine Translation
trained on 1.4 million sentence pairs. Our strategy is more Using Context-Insensitive Morphological Analysis. In

effective than current approaches because morphemes arejournées d'Etudes sur le Traitement Automatique de la
not split off, allowing us to match morphological changes | angue Arabe.

anywhere in a phrase. We also appropriately handle the ) _ _

issue of morphological ambiguity and include rewriteSadat, Fatiha and Habash, Nizar. (2006). Arabic Preproc-
rules that allow for a wider range of generalizatiorhile/ essing Schemes for Statistical Machine Translation. In
this work focused only on Arabic, the rewrite rules aee t Proceedings of Human Language Technology Confer-
only language-specific component of the system. Minimal ence of the NAACL.

work would be required to apply our system to anothe(/é,jm Dongen, Stign. (2000). Graph Clustering by Flow

language, and this is an area we hope to explore in th . . . . .
guag P P Simulation. Ph.D. Thesis. University of Utrecht.

future.
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