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Abstract
We present pruning strategies for translation motlght are based on estimating the relevance afsptpairs. We apply the overall
translation system to a set of data and colleatrabrer of statistics for each phrase pair. Usingetsatistics in various scoring terms
we are able to significantly outperform baselinenimg methods and we can show that the number ralsphpairs can be reduced by
up to 80% without significantly affecting the ovitisystem performance.
reason we concentrated on translation models

this
1 Introduction

In a lot of circumstances a portable automatic cpee-
speech translation system could be very benefiéal,
example for tourists, in military or medical relief
situations. In these situations it is generally cartvenient
to carry a standard computer. Smaller devices HRAS,
handheld game consoles or even cell phones cofdd of
many advantages here.

Speech-to-Speech translation on devices like thésteen
researched and products are starting to be deplmyedo

consisting of pre-extracted phrase pairs.

1.2 PhrasePair Pruning

To limit the memory requirements of a translatigetem

we now try to eliminate some of these phrase pairs
(pruning of the translation model). The goal isr¢duce
the number of phrase pairs and in turn the memory
requirement of the whole translation system, wimt
impacting the translation performance too heavily.

The approaches do not depend on the actual algorith

become commercially available (Hsiao et al., 2006used to extract the phrase pairs and can be appied

Isotani et al., 2003).

Porting a speech-to-speech translation system small
device poses a unique challenge mainly due tointiged
memory and computing power these devices offer.
For this reason most devices limit themselves tersain
domain (e.g. tourism, medical relief) but still teto lack
in performance compared to a standard computer.

every imaginable method that assigns probabilites
phrase pairs.

2 PreviousWork

2.1 Threshold pruning

This paper will discuss approaches that decrease tf¥€lated work on statistical machine translation niyai

amount of memory the actual translation componeetia
without suffering significant performance losses.

1.1 Statistical Machine Trandation

Statistical machine translation systems have réceften
outperformed other translation approaches so imsee
natural to also apply them in these scenarios.

A main component of every statistical machine tiatitn
system is the translation model. The translatiordeho
assigns translation probabilities to phrase pdirsoorce
and target phrases extracted from a parallel hith¢ext.
These phrase pairs are applied during the decodi
process and form a translatidattice (or word graph,
Ueffing et al., 2002). Each possible path throubfs t
translation lattice is evaluated according to a bemof
models and the best path is chosen as the finadl&i@on
(model-best path). The target sides of the phrase jn
this path are combined to form the final transkatio
Various algorithms for phrase pair extraction hdezn
proposed (e.g. Koehn et al. 2003; Vogel, 2005; Zdnaa
Waibel, 2005).

Recent developments extract the phrase pairs flen t
bilingual data as needed depending on the actwl te
sentence (Callison-Burch et al., 2005; Zhang andel,o
2005). These techniques usually improve

introduced two natural ideas to prune phrase pairs.

Probability threshold

The relevance of very low probability phrase pass
limited as they will most likely not be chosen tbe final
translation path. The probability threshold pruning
introduces a threshold and removes all phrase péiinsa
lower probability.

Trandation variety threshold
Some source phrases, especially ones that do wet d&a
clear translation in the target language sometihza®e a

MAigh number of possible translation candidates. ffie

translation path will have to choose one out ofsthalt
seems natural to restrict the translation variegpecially

if memory space is limited. The translation variety
threshold imposes this limit. The pruning is acctisimed

by sorting the phrase pairs for each source pheazse
cording to their probability and eliminating low
probability ones until the threshold is reached.

Both threshold pruning strategies are well knowhe T
Pharaoh decoder (Koehn, 2004) for example has @éonop
to directly apply them to a phrase table.

the

performance, but need more computing power and

memory compared to pre-extracting the phrase pairs
they will most likely not be used for small deviceEor



The i-best hypothesis is generated by thehtase pairs
2.2 Pruningvia usage statistics pp(i,1),...pp(i,K). Please note that these phrase pairs do
; ; have to be distinct. It is possible that oramstation
In Eck et al. (2007) we introduced a pruning sggtthat 1Ot N S p - OB
utilizes usage statistics to eliminate phrase paitis Path is generated by duplicate phrase pairs ifotiginal

pruning strategy was inspired by the Optimal BrainSOY'C€ _ sentence Coﬂtains repeti.tions. Especially
Damage algorithm (Le Cun et al., 1990) and coliécte neighboring hypotheses in the N-best list alsorofteare

statistics for phrase pairs by translating the wloiining & Number of phrase pairs and might differ in ore @f

; L ; them.
corpus with the originally extracted phrase pairs. — .
For each phrase pair two statistics were collecieing | "€ Path that will finally be chosen by the decoiethe
this translation: path that gets the overall best score by all agptedels

«  c(phrase pair) = Count how often a phrase pair Waitranslation model, language model,...) which is the

considered during decoding (i.e. was added to th -best omodel-best path. All other paths are disreg_arded.
translation lattice) o0 get the same 1-best entry and therefore the $iaale
. u(phrase pair) = Count how often a phrase pair wadranslation hypothesis for this particular senteibeonly
used in the final translation (i.e. in the chosethp Necessary to have the phrase pairs pp(1,1),...ap(Mk
through the lattice). the translation model. _ _
The reason to use those two statistics was thatethoAll other phrase pairs that occur in the N-bestdiuld be
occurrences influence the performance as theydntia eI|m|na§ed without ghangmg the _final médel-best)
the decoding step by being added to the lattideydseing translation path for this particular source sergerihese
chosen for the final translation. phrase pairs might however be used in the 1-best
After empirical studies the overall score for agster pair ~ ranslation path of other sentences so they casingily

was calculated as: be removed. . ~
But we can try to estimate the probability that agse

pair will be used in the 1-best translation pathaofy
sentence by translating a large number of senteacds
[Iog(C(phrase pair) + 1)] * [u(phrase pair) + 1] counting these occurrences.

score(phrase pair) =

The phrase pairs can then be sorted accordingstethre  The approach to estimate these probabilities islasirto

and the topn phrase pairs can be selected for a smallethe general approach presented in Eck et al. (20£K)

phrase translation model. instead of focusing on estimating the influencepbfase
pairs on the overall decoding process we only faruthe

The pruning methods introduced in this paper use &-best path.

similar approach by also translating the wholenira

corpus but the scoring is based on a different adehalso Based on a large number of translated sentences the

uses other statistics. probability of a phrase pair occurring in the 1ibpath
can be estimated as:

The previous pruning approach will serve as a basel

but we will also compare the performance to theelas P(ppini-best) ~ #ppinl-best

introduced in Eck et al. (2007) that is based oa th pp " #chances

threshold pruning approaches in Section 2.1.

We do not divide by the number of sentences asrasph

3 Translation Model Pruning pair might be used multiple times within one sengerbut
instead by the number of theoretical chances ittbase
3.1 Modd-best path Pruning used. This number is the same for all phrase paiiscan

be ignored for these purposes.
We use this estimation as a means to assign a sgoore

. X : ' each phrase pair that should approximate the velati
pair (pp) will be used in the first best path of Wbest o opability that it will be used in a 1-best traatiin.

From a pure phrase pair perspective we can vieva eac
translation hypothesis in an N-best list as a nundie

phrase pairs that were applied to the source semten . o
generate this hypothesis. This is illustrated guFé 1. The phrase pairs can ther) be sorted accordingstaedbre
and the top n phrase pairs can be selected foradlesm

The fundamental idea of the first approach to tediz
model pruning is to estimate how likely it is tleaphrase

score(pp) =#ppin1-best

X phrase translation model.
! We did however notice that this score does not
p(2,k2) discriminate very well as only a small number ofgse
ks

=l

5=

—~
—

1-best | pp(1,1) ][ pp(12) |
2-best | pp21) |[ pp22) |
pp(3.2) |

=l

pairs occur in the 1-best translation even if vemstated a
large number of sentences.

i
=]
=

3-best| ppB3.1) || 3,

i-best\ pp(i,1) H pp(i,2) ‘ pp(ik) Considering the 1-best to 10-best translation paths
For this reason we not only considered the 1-best

translation path but also the 2-best to 10-besistagion
Figure 1: Phrase pairs of an N-best list paths. To limit the influence of the 2-best to b
translation paths these counts are divided by fineiex



(scorq;) and in a second possibility the square of their
index (scorg,). Overall this means we assume that a3.3 Pruningtowardsthe Metric-best path

phrase pair that frequently occurs in the top a@dftation
paths in the N-best list generally has a high podlhg to
be in the model-best path.

i#ppini-best
i

i=1

score,, (pp) =

O #ppini-best
score,,(pp) = prliz

i=1

Please note that we no longer explicitly use thmber of
times a phrase pair occurs in the lattice in trerse the
following scores as we did in Eck et al. (2007). \did

The scores defined in the previous section do ciotadly
enforce the metric-best path, but just try to msikes that
the phrase pairs within the metric-best path aré no
removed.

In this section we go one step further and intenddfine

a score for each phrase pair that actively remp¥ease
pairs that eliminate the metric-best path from bein
chosen as the final translation hypothesis (i.éndo¢he
model-best path).

In Figure 2 the paths 1 to i-1 have a higher matere
than the metric-best path at index i, while allhgatvith
indices higher than i have a lower model scorewdf
could eliminate the paths 1 to i-1 the metric-bpath

however sort all phrase pairs that did not get aresc would have the highest model score of all paths and
assigned by the number of times they occurred & thbecome the translation hypothesis.

lattices.

3.2 Metric-best path Pruning

Each N-best list contains a path (or a number dhg)a
that is the best path according to a scoring mefiacfind

Removing one phrase pair from each of the 1 tpéaths
from the translation model would be enough to elste
these paths from the consideration.

After this pruning step the N-best list will comtanew

this metric-best path a reference translation has to bePaths replacing these eliminated paths but theideho

available.

Figure 2 illustrates this situation with the i-bpsth as the
metric-best path. All paths above and below thestb
path have a lower (or possibly equal) score acogrdd
this metric.

1-best\ pp(1,1) H pp(1,2) \
2-best | pp(21) ][ pp(22) |
3-best | pp3.1) || pp32) ]

=)

=]

=
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=]
=
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i-best &

estd [ ppG) || pp(i2) | pp(ik)

Figure 2: N-best list with metric-best path

scores will be lower than the model score of therize
best path at index i. If these new paths would eahia
higher model score, the decoder could have chdsam t
during the original decoding step

We define the following count to remove these unedn
phrase pairs.

scoree(pp) = Number of times phrase pair pp occurs in a
path that has a higher model score than the metric-best
path while not occurring in the metric-best path.

In this case a high score would indicate the remhofa

phrase pair. This score has to be used in combmatith

the other scores as it does not consider how aftgirase
pair might actually occur in a metric-best pathdahould
not be pruned).

A problem of the previous pruning approach is thatThe potential problem with this score is that igtrii not

potentially good phrase pairs in the metric-besh paight
actually be removed and no longer available fouaseen
test sentence just because the models did not viadue
enough during the collection of the pruning statsst

For this reason our second pruning approach carssitle
metric-best path. To avoid pruning of the phrasiespa

the metric-best path we apply the same statisids ¢he
previous section and define two additional scomsaf
phrase pair. Here we consider the counts for eacasp
pair in the top 10 paths according to a scoringriceln

be possible to clearly classify phrase pairs imesothat
will probably occur in the metric-best path and trees
that will probably not occur in the metric-best paf
high number of phrase pairs could occur in both
situations.

Another problem with the approach is that it mighty

be possible to eliminate some of the paths withtebet
model scores than the metric-best path but natfahem.
The remaining paths will still have better modedres but
possibly an even lower metric score so the prumingld

the experiments we used the edit distance between e counter-productive.

translation hypothesis and a reference transla®rhe
scoring metric.

The phrase pair scores sggrand scorg, were defined
analogously to section 3.1.

3, #ppinmetric -i- best
scorey(pp) = 3. TR IMEL

i=1

9, #ppinmetric -i- best
scoreg,(pp) = ) PP >

i=1 |

! It is possible that early elimination of possible
translation hypotheses during the decoding procestsl
change that statement. But this behavior cantsill
considered very unlikely.



The baseline scores show a relatively similar biemdaer

4 Data and Experiments both directions. The EnglishJapanese threshold pruning
baseline has a very good performance for higherbeusn
41 Experimental Setup & Baselines of phrase pairs but drops slightly faster for sevaflizes.
- The previous best approach especially outperforoth b
Tranglation system baselines for these smaller sizes.

All experiments were done with a state-of-the-art
statistical machine translation system (Vogel, 2086k

et al., 2006). The system uses the phrase extnactiq
method described in (Vogel, 2005) and a 6-gramuagg
model (Zhang and Vogel, 2006).

‘— Upper limit ¢ Baseline Scores Previous best

0.55

Training and testing data

The training data for all experiments consistedtlof
Japanese-English BTEC corpus (Takezawa et al.,)2001
with 162,318 lines of parallel text. The test seini the
evaluation campaign of IWSLT 2004 (Akiba et al.02p
was used as testing data. This data consists ofifx of
tourism data. oas :
The first experiments were done translating 7
JapaneseEnglish as in Eck et al. (2007) but we also| ,, ‘ ‘ ‘ ‘
validated the results with experiments translating - 1,000,000 2,000,000 3,000,000 4,000,000
English—Japanese. phrase pairs

16 English reference translations were availabldélevh
there was only 1 reference on the Japanese side.

The language model was trained on the target didleeo

0.50 q

0.45

BLEU score

0.40 -

Figure 3: Baseline scores Japare&mglish

bilingual training data. ‘—Upperlimit + Baseline Scores Previous best‘
0.18

Extracted phrases 017

Extracting phrases for n-grams up to length 10HWatv

frequency thresholds) resulted in 4,684,044 phreses 0167

(273,459 distinct source phrases) for Japanrdsaglish
and 4,882,645 phrase pairs (453,201 distinct sourc
phrases) for EngliskJapanese.

The translation models with all phrase pairs adiev
baseline scores of 59.11 BLEU (Papineni et al. 2206r
JapaneseEnglish and 17.04 BLEU for
English—»Japanese with 95% confidence intervals of| o114
[57.13, 61.09] and [16.59, 17.52] respectively.

0.15 4

0.14 4

BLEU score

0.13 4

0.12

0.10

T T T T
0 1000000 2000000 3000000 4000000

Basdline pr uni ng phrase pairs
The threshold pruning approaches served as a beseli - - ; X
8 different probability thresholds (0, 0.0001, ®@BQ Figure 4: Baseline scores Englisiapanese

0.001, 0.005, 0.01, 0.05, 0.1) and 14 variety thoks

were used (1, 2, 3, 4, 5, 6, 8, 10, 15, 20, 50, P00,

500).

It is)usual practice to use not only one of théseghold 5 Experimental Results

approaches but to combine both of them, e.g. use fhe presented pruning strategies were first ingatei
probability threshold of 0.001 and simultaneougiplit @  for the JapaneseEnglish translation system to find the
variety threshold of 10. This usually gives betterpest pruning method and then applied to the
performance than relying on just one kind of thoésh English»Japanese system to validate the results and do

pruning. . o further experiments.
For our baseline we used 112(=8*14) combinations of
these threshold values. 5.1 Investigating Pruning Strategies

These combinations give a variety of translatioores at
different sizes. We therefore define the baselowesat a
given size as the best score that was reachedegithl or
less phrase pairs.

The previous best pruning strategy is the method based o
the usage statistics as in section 2.2.

The baselines and previous best pruning results a
illustrated in Figure 3 und Figure 4 for the tratisn
directions JapaneseEnglish and EngliskJapanese
respectively.

To apply the presented pruning strategies, theslation
system was used to translate the 162,318 lineapzinkse
training data. For each sentence a 1000-best lat w
rgenerated and the statistics were collected.

odel-best path Pruning

he model-best path pruning counts the number of
occurrences of each phrase pair in the 10-best st
assigns scores to each phrase pair according srtiang
terms Al and A2 presented in section 3.1. Theltegu



Table 1 show that both scoring terms clearly odtwar  combination score will then not considerably chatige

the baseline and the previous best pruning apprddud  order of phrase pairs, which we also found when

scoring term A2 has a very small advantage over thanalyzing the phrase pair order in these cases.

scoring term ALl. In both cases the score at 800pb@@se Overall scoring term A3eems to be the best choice. It

pairs is already within the 95% confidence interval gives consistently good results without using thetrio-
best path information.

#phrase | Baseline | Previous | A1 A2 ) )
pairs best Pruning towards the metric-best path
100,000 | - 04735 | 04792 | 0.4909 To test the last approach we suggested in sectibmg

used the additional statisticscoree. As described in
section 3.3 this statistics aims to find phrasesp#iat
occur in a path that gets a higher model score than

200,000 0.3162 0.5008 | 0.5306 | 0.5388
400,000 0.4743 0.5241 | 0.5596 | 0.5576

800,000 0.5194 0.5394 | 05747 | 0.5748 metric-best path, hereby preventing the metric-lpath
1,200,000 0.5366 05498 | 0.5788 | 0.5790 from being chosen.
Table 1: Results for scoring terms Al and A2 To eliminate these phrase pairs we subtractedsituse

from the score A2. Just subtracting it gave lowres®so

we limited its influence by adding factors of 00101 and
Metric-best path Pruning 0.001. The. results in Table 4 show that factor G&dms
The metric-best path pruning applies the same ithes to .have slight advantages for lower n'umber' .Of phras
uses the number of occurrences in the top 10 megse  Pairs, but we can generally state that this adusiiccore
paths to calculate the phrase pair scores (se@igh does not significantly improve the overall performoe.

Comparing these results in Table 2 with the scofebe

model-best path pruning in Table 1 we see only mino #phrase | A2 A2 A2 A2
differences. In this case B1 performs slightly éethan pairs 01E | -001E | -0.001E
B2. 100,000 0.4841 0.4911 0.4909 0.4909
200,000 0.5371 0.5392 0.5386 0.5388
# phrase Baseline Previous | B1 B2 400,000 0.5536 0.5565 0.5576 0.5576
pairs best 800,000 0.5711 0.5740 0.5747 0.5748
100,000 | - 04735 | 04822 | 0.4759 1,200,000 | 05777 | 05792 | 05792 | 05790
200,000 0.3162 0.5008 | 0.5300 | 0.5266 Table 4: Results when incorporating scoring term E
400,000 0.4743 0.5241 0.5610 0.5572
800,000 0.5194 0539 | 05753 | 0.5654 Amount of data. used to e;timate statistics
1,200,000 0.5366 05498 | 05787 | 05707 It can be relatively tedious to translate all 183 8nes of

data to collect the statistics for the pruning sowanted
to see how the pruning is affected if we used allsma
amount of lines to estimate the statistics. Table 5

Score combination compares the results when using 40,000 and 80j06s |
As both pruning approaches separately performegt Vet the translation of the full training data a621318

well compared to the baseline and the previous besgjyes |n both cases the results drop very sigaifity. The
pruning we intended to combine the benefits of bodas  sqditional data in the full training corpus helps

by defining new scores as the sum of these scores. tremendously. It will generally provide better &tcs for
Table 3 shows the results. Unfortunately none @& th common phrase pairs.

combinations shows a significant difference to sirgle

results. #phrase | A2 A2 A2
pairs on40k | on 80k | on 162k

100,000 | 0.4032 | 0.4159 0.4909
200,000 | 0.4377 | 0.4611 0.5386
400,000 | 0.4488 | 0.4896 0.5576
800,000 | 0.4661 | 0.5072 0.5747

1,200,000 0.4854 0.5204 0.5792
Table 5: Results with different data sizes to
estimate the statistics

Table 2: Results for scoring terms B1 and B2

# phrase A1+B1 | A1+B2 | A2+B1 | A2+B2
pairs
100,000 | 04786 | 0.4852 | 0.4883 | 0.4909
200,000 0.5306 0.5340 0.5395 0.5386
400,000 0.5596 0.5597 0.5585 0.5562
800,000 0.5747 0.5752 0.5747 0.5751

1,200,000 0.5791 0.5791 0.5791 0.5790
Table 3: Results for Score combination

Conclusion

. . _ We can overall say that the new results showed very
The main reason for this behavior is that for mosigpificant improvements compared to the baseling a
sentences in the training data the model-bestla@ms is o previous best pruning results. Scores usingdhel0

also the metric-best translation (or they are veDge).  ogel-best or the top 10 metric-best paths shovesst v
This would be unusual for regular unseen test dafin  gimilar results and the scores did not improve when

this case the phrases were originally extractednfro combining both statistics.

exactly this data. Also the approach to actively eliminate phrasesdies

This means the model-best statistics will only &fiff ot ghow additional consistent improvements oves th
slightly from the metric-best statistics and theduited in o5 jier results.

those very similar scores in Table 1 and Table 2e T



It is definitely advisable to use the full bilinduzorpus to
extract the statistics. The scores dropped signifly if
only part of the data was used.

An open question is if it might be beneficial toeus
additional bilingual in-domain texts to collect theuning
statistics that are not part of the training data.
Preliminary results however showed that it is almos
always better to use the bilingual data as addition
training data for the phrase pair extraction coragato
only using it to collect pruning statistics.

For all practical purposes scoring term A2 seembket@
good choice. Figure 5 compares the results for teris
with the baseline and previous best results.

‘— Baseline Previous best —#— A2 ‘

0.60

-
e ————

0.55

BLEU score

1000000 2000000 3000000 4000000

phrase pairs

Figure 5: Performance for scoring term A2

5.2 Experimentson English—Japanese

Validation of results

For validation purposes and additional experimemés
applied the pruning strategies on translations fEorglish

to Japanese. To collect the statistics the Englgshof the
bilingual training data (162,318 lines) was tratesfato
Japanese using the originally extracted phrass.pair
Scoring term A2 also showed significant improversent
over the baseline and previous best pruning stegess
illustrated in Figure 6.

‘— Baseline Previous best -m— A2 ‘

0.18

0.17 A B ————
0.16
0.15 -

0.14 -

BLEU score

0.13

0.12

0.11

0.10

1000000 2000000 3000000 4000000

phrase pairs

Figure 6: Scoring term A2 on Englishlapanese

Table 6 gives some scores for these results. Ggntoa
the JapaneseEnglish translations the score for 800,000

phrase pairs (pruned according to scoring term jag)
falls short of being within the 95% confidence mtd but
the score for 1.2 million phrase pairs (25% of dhiginal
number) is within the confidence interval.

#phrase | Baseline | Previous | A2
pairs best
100,000 | - 0.1366 | 0.1421
200,000 0.1011 0.1444 | 0.1540
400,000 0.1250 0.1512 | 0.1581
800,000 0.1500 0.1562 | 0.1652
1,200,000 0.1559 0.1616 | 0.1672

Table 6: Results for EnglishJapanese

Influence of additional data

For the last experiment we tested how additionaiodu
domain data affected the performance of the pruning
For this purpose we also used the translation sydte
translate 40,000 lines of English medical dialogadia
addition to the bilingual data to estimate theistiat.

The style of the medical dialog data is not verfjedént
from the BTEC data, but the topics are obviousli-afu
domain.

The results in Table 7 show that this additionakdaid
not help the pruning performance significantly awine
of the numbers are actually slightly lower.

#phrase | A2 A2
pairs +40k medical
100,000 | 0.1421 0.1415
200,000 | 0.1540 0.1535
400,000 | 0.1581 0.1573
800,000 | 0.1652 0.1655
1,200,000 | 0.1672 0.1671

Table 7: Using additional data to estimate stassti

It could be necessary to have a significant amafnt
additional in-domain data available to further oy
these statistics but this was not available totukis time.

6 Conclusions & FutureWork

The proposed pruning approaches show nice
improvements over our previous work and a strong
baseline. It is possible to remove up to 80% ofaphr
pairs while not significantly affecting the trarnsten
performance.

Using the metric-best path information did not pdev
additional benefits compared to the model-best paith
was also not notably valuable to try to enforcerifedtric-
best path by eliminating certain phrase pairs thaght
prevent this path from being chosen.

These approaches could be easily applied to lamguag
models as well, the second major part of a traiosiat
system. For a language model the unit that stedistave

to be collected for would be the individual n-gram.
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