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Abstract
Word alignments, the mappings between source and targgtdge words for two languages, are a critical componentatisstal
machine translation. A long-standing issue in statisticathine translation is that the quality of word alignmerdesinot correlate as
well as would be expected with measures of translation u@linumber of recent papers have shed light on this issuenpydving on
existing metrics such as Alignment Error Rate and examittiegmportance of word alignment quality in terms of phralégnanents.
In this paper, we attempt to elucidate this situation furthefirst presenting a new word alignment evaluation metiord Alignment
Agreement F1 (WAA:1), which improves upon existing alignment quality metrié¢e then present experiments which demonstrate that
WAA; also correlates better with measures of translation gudn do previous metrics.

I ntroduction has an equal impact. We demonstrate that while WAA is
limited to certain ideal alignment configurations, it can be

Statistical approaches to building machine translatie sy }
straightforwardly extended to account for all types of word

tems typically includes the important step of aligning the -
words of translated sentence pairs, callsitbxts This and phrase alignments. We next show through examples

alignment between source and target language words 1¢hY the new metric, WA, improves upon existing met-
called word alignment A long-standing conundrum in rics. The remaining sections of the paper demonstrate em-

statistical machine translation is that automatic me&surepirically.how thi_s new.m(?tric yields good correlgtion with
of word alignment quality, such as Alignment Error Ratetransla‘uon quality for individual types of word alignment
(AER) (Och and Ney, 2003), do not correlate as well asand, more importantly, how it yields significantly better
might be expected with automatic measures of translatioffo'élation across different types of alignments than pos-
quality, such as BLEU (Papineni et al., 2001). A number ofSible with previous metrics.

regent paper§ have shed Iightqn this issue by imp.rolving eXyWord Alignment Evaluation Background and
isting word alignment metrics like AER and examining the Related Work

importance of word alignment quality in terms of phrase _ .
alignments (Fraser and Marcu, 2006; Lopez and Resnik\,Nh'le AER has been the most widely used word alignment
2006). evaluation (WAE) metric, Fraser and Marcu (2006) demon-

In this paper, we attempt to elucidate this situation fyr-Strate that it is less than ideal because it does not appropri

ther, by extending an alternative word alignment evaluatio 2€ly penalize unbalanced precision and recall. In itsgplac
metric called Word Alignment Agreement, first discussed!NeY Propose to use F-measure, as shown below, where the
in (Davis, 2002), which is a more appropriate measure foparameter can be used to tune the relative importance of

the word alignment task because it conserves the mass pecision and recall. F-measure is said to be balanced when
each word. Word Alignment Agreement (WAA) is a sym- & €quals).5.
metric measqreme_nt which tregts words as the c_ore umkl) PrecisiorfA, P) — |P N A
when measuring alignment quality, rather than the links be- |A]
tween words, so that the alignment quality for each word SN A
3]
Kevin Small participated in this research while working as a 3 IPNA|+|SNA|
summer intern in Motorola’s Human Interaction Research Lab ~ (3) AER(4, P, S) =1 — [A]+ 9]

(2) Recall4,5) =




(4) F-measuré4, P, S, a) = — 1 _ 2002) and the metric in Melamed (1998). Metrics that

l—a
Prec(A.P) T Recall(A,5) count the number words improve on metrics which count
Alignments, in particular those igold (reference) sets, the number of links because the latter have the tendency

are often annotated with confidence levels, S (Sure) and ® overstate/understate the importance of words with a rel-
(Possible). We thus us§ and P to indicate sets of Sure atively large/small number of links. Since the number of
and Possible reference alignments, respectively, Artd words in a bitext is a constant, these approaches provide a
indicate the set of predicted alignments. We will refer toPetter base for WAE metrics.

F-measure often ag'l, and in instances where Sure and

Possible are used, as in (4), we will refer to it agF1We ) ] ]
use the term R4 to indicate that we are using E-measure 10 describe and extend WAA, we must first define some

when there are only Sure alignments, or when we are onl;[;ermmology. Davis (2002) focused @onservativealign-

counting the Sure alignments, and thus precision becomdlents: those -defmed aompleteand fully .con_nectec'l’ )
|SNA| Completenessimply means that every word is aligned with

4] - . . . -
Fraser and Marcu use F1, and in particulag Fand spmethmg, null or (?therW|s§£:onnectedr1_ess the transi
tive closure of the link relation on word ids, thus a source

demonstrate that by tuning in different alignment envi- ) :
ronments, they can achieve an improved correlation witﬁ’\’orOI id can bg:onnectgdq ar.ly other. source gr target id.
For example, if source id; is linked with target id$; and

translation quality. They perform a series of illuminat- )
ing experiments where they vary alignment and translatiof2’ ands; with ta andts, .the.nsl, 52, L1, ta, _andt3 are con-
nected* We typically write links as (i:j), with source ids on

quality and measure correlation of F1 with varieugalues _ )
and BLEU across different types of alignments. One drawlne left and target ids on the right, and use 0 to represent

back to this tuning approach, however, is that it amounts t(ﬂm" in null alignments:
calculating a different metric (a differenf) for each envi- (5) {(1:1)(1:2)(2:2)(2:3)
ronment.

In a related study, Lopez and Resnik (2006) demonine refer to such a maximal set of connected links as a
strate that the quality of word alignment (measured withlink group. Finally, a group idully-connectedvhen every
AER) and translation are correlated, but not very stronglysource id is linked to every target id (i.e., it forms a bipar-
because the impact of word alignment quality is lessenedte clique), thus to make the group in (5) fully-connected
when the word alignments are used to build phrase alignwe would need to add the links (1:3) and (2:1), to yield:
ments, which are demonstrated to be more critical to trans-
lation quality. They do leave open the possibility intheire ~ (6) {(1:1)(1:2)(1:3)(2:1)(2:2)(2:3)
periment that the relationship between the quality of word

. S Thus an alignment, the set of links in an aligned bitext, is
alignment and translation is obscured by the use of a pootr )
L - : ully-connected when all of its groups are fully-connected
metric in either case. Similarly, Vilar et al. (2006) demon- , ) . .
Given this terminology, the key then to WAA is a

strate that certain types of alignments when degraded ac- .~ . . . o
cording to metrics like AER and &b, still produce im- weighting of the links. Following the intuition of one-to-
proved translation quality, when used with certain types of"e allgnments, eagh word in alignment can_ corﬂnb_qte &
translation model3. Finally, Ayan and Dorr (2008) intro- actly .5 units of weight, thus a one-to-one link intuitively

: ) . would account for a weight of 1, if the words were only in-
duce a metric more oriented to phrases, consistent phraseI din that link. and ¢ Il link Id f
error rate (CPER), which they find to be more informative2 o " thatink, anda one-to-nuftiink would accountior

than AER, but they are not able to find a direct correlation'5 units _Of weight, since only one vyord |_$ involved. A 903'
. . of WAA is to have every conservative alignment of a given
between their metric and BLEU.

bitext have the same total weight. This means there can
A New Metric: be no under or over-counting of the correctness of a given
Word Alignment Agreement F1 bitext, and that a bitext vinI only contribute its approfea
] _ _ share to a larger evaluation.
The most Wldely used word ahgnmentme'FHC, AER, counts Suppose we have the following word alignment, for
the number of links, as does F1, as described above. Thefg;r word source and target sentences:
is, however, an alternative type of WAE metric that does not
count links, but rather counts the number of words aligned.  2waAa and the metric from Melamed (1998) are quite similar
To our knowledge, only two metrics do this, WAA (Davis, in this respect; we extend WAA because it is always non-deftci
and covers null alignments, but we could have used Melamed’s
1Testing these models with WA#A is beyond the scope of this metric as well.
paper, as we use as our translation model what may be viewed as *Conservative alignments are also moil-deficient meaning
the current standard statistical model, but it seems clesirthe  a word aligned with null cannot be aligned with anything else
translation models most likely to improve with improvedgali 4Connectedness is a property of ids, but we sometimes refer to
ment are those that use such alignments most directly. links as being connected when their ids are.

Word Alignment Agreement Background




(7) {(1:1) (2:2) (3:3) (4:4) generate phrasal alignments, and certainly seem to be the

) ) ) correct alignments in some cases.
There are 4 links, and 8 total words. The entire alignment It turns out that it is quite easy to extend WAA's weight-

has a weight of 4, equal to the number of source words (m?ng scheme (given in (8)) to cover non-fully-connected
plus the numperpf ta_rget words (n) d'V'd_ed by 2. link groups, as follows in (12). We refer to this as the
When weighting link groups, the weight, for each vy, 4 4/ \veighting scheme, whef@ is the total number of

link, 1, is: words in the group of, source words aneh target words,
N is the number of null links, and’ is the number of
(8) L — total weight min _m+n one-to-one word links:
number of links m X n 2mn
weight for word-with-null link= 0.5 (12) L= w
N +2F

Computing the links that exist fomany alignments
(those where the alignment does not commit to how ids are
individually linked, as in (9)) is done by taking the cartesi
product of the alignments to create fully-connected groups
and then calculating weights. This process is teriffetd
tening® In the 2:3 alignment case in (9), six links are pro-
duced in (10), each witf-2 = 2 weight.

weight for word-to-word link= L

weight for word-with-null link= g

As with WAA, WAA' distributes all the words’ weight
evenly among the links, and null alignments get half the
weight of one-to-one word links from the same link grdup.
WAA' simply generalizes WAA so that any complete align-

9) (1,2:2,3,4) ment can be handled, and has the nice property of assigning
the same score that WAA would for fully-connected align-
(10) {(1:2)(1:3)(1:4)(2:2)(2:3)(2:4) ments, and still remains a symmetric measure of alignment

quality.

Comparing any two conservative word alignments of Calculating WAA is similar to calculating WAA.

the same bitext is straightforward. For each al'gnmemAlignments first need to be grouped (.., these are the

flatten as needed, so that all the remaining links are either . ! i
. -~ groups of connected links defined earlier), then for each
null alignments or 1:1, and count how much of the weight

roup, the number of regular links, F, and number of null
agrees. WAA is defined below, whereindicates weight, group ; guar N "

q t the ali ts is arbitraril lected I(Ijnks, N, are counted so that the weights can be calculated
and one otthe alignments IS arbtrartly selected as a goig 4 assigned. The reweighted sets of links can then be com-

.Set to. y.l(?ld S, and the other as a predicted set to get A (asared to compute the matching weight divided by the total

in definition of Recall (2)): weight of the alignment, just as in (11).

Ay NSy WAA is still not a full solution, however. Like WAA,
Sw WAA' only is appropriate for complete alignments. Com-

The total agreeing weight is divided by the total weight. plgte alignments should arguably be requirgd for any word

i’;lhgnment task. If a human or automatic aligner has

(11) WAA =

For an entire corpus, the sum of the agreeing weights fo

each bitext divided by the total weight of the corpus gives am?t aligned every word of a bitext with anothgr_word or
global WAA score for two sets of word-aligned bitexts. with null, one could argue that they have. not finished the
task. Nevertheless, word alignment metrics are most use-

Improving on WAA ful if they can also account for phrasal alignments, which

One shortcoming of WAA is that the formula for assigning Whether done by people, heuristics, or other automatic
weights to non-null grouped links in (8) assumes that theMethods, are quite often incomplete. WAAs defined
group is fully-connected. While it is true that human anno-8mounts to a recall measure, but handles complete align-
tators often favor fully-connected alignments (they fonmt Ments because with such alignments and using the words’
majority of the gold alignments used in the experiments)Weigh“n the denominatorin (11), recall and precision have
and that many automatic aligners, such as GIZA++ (OcHhe same value (sincd,,=5.,, and ignoring questions of
and Ney, 2003) (when operated in a single alignment direcSure and Possible confidences).

tion), perform fully-connected alignments, any alignment  For incomplete alignments, WAAwill tend to favor
quality metric must also account for groups of alignmentshigh recall metrics over high precision metrics. This leads
which are not fully-connected. Such alignments do occuts to the obvious and final extension, WAA

from human annotators, arise as the result of heuristics to

50ne could imagine many other weighting schemes for non-
SNote that we shownanyrelationships by separating word ids fully-connected alignments, since the ‘density’ (humbglirtks
with commas. This also shows how WAA handles alignmentsthey participate in in the group) of the links may vary. Here w
between larger sequences of words . They are treated ag tife se have chosen to distribute the weight equally. Note thatstlieme
relevant one-to-one links. also allows us to handle null-deficient alignments.



(13) WAA prccision(A, P) = Pu 0 Aw In the example, the correct alignments are all one-to-

Aw one alignments of the first source word with the first tar-
S N Aw get word, the second source with the second target, and the
(14) WAA recau (4, 5) = T Se third with the third. Predicted 2 predicts perfectly. Pre-
dicted 1, on the other hand, does not get a single link cor-
(15) WAA r1(AP.Sa)= 1 rect. The alignments of all four bitexts are complete.

o + T-a Given this situation, where we have an equal number of
WAApce(A,P) T WAARecail(A,S) ) . . .
words in each reference and predicted bitext, the same bi-

WAA g, balances (withv=0.5) precision and recall, so textrepeated, and where one prediction is completely right
that certain types of alignments are not favored, and like F1and another is completely wrong, it is reasonable that an
allows tuning of the metric via the parameter. WAA,  alignment quality metric would yield a score of 0.50, i.e.,
uses the same weighting scheme as defined for WAA half-correct.

(12). As in our discussion with F1, we refer to WAA as The scores we get, however, for 1-AER (as the measure
WAA r1sp When S and P are used, and as WAA to in- is typically used) and F1 diverge from this ideal:

dicate that there are only Sure alignments, or to make cle
that we are only using the Sure alignments given, and thu
WAA p,ccision becomes:%. We use WAA: when  (1g) F1— 1/(3./57 + %) ~ 46

no such distinction is necessdryAA g, has the property

that it gives the same scores that WAA does for conservativ€l9) WAAg, = 1/(% 3-/56) =.50
alignments and the same scores for any complete alignment

that WAA' would, thus it replaces these metrics in full. . i -
WAAp, does sacrifice one important property for and|cted_ 1, .word 1 I|nl_<s with more words_tha_n d_o the other
word ids in all the bitexts, thus overstating its importance

alignment metric, symmetry. Incomplete alignments are d thereby skewing th " ted as | W
inherently unsymmetrical, because for precision and tecafd thETELY Skewing the amount counted as incorrect. We

based measures, like AER, F1, and WAA the counts or could have easily made this example more extreme by

weights in the denominators of the measures will vary, def‘“gnmg each word idin Predicted 1 with null as well, giv-

pending on which corpus of aligned bitexts is taken to pehd an F1 and 1-AER of approximately 0.32, which greatly

the reference corpus. WAA does, fortunately, give scores ove(r)states the |mporttf;11n<t:e_of the first bll_teXt' . h with
which scale well from group to bitext to aligned corpus, ne can Imagine that given many alignments, each wi

unlike F1 and AER, if the reference bitexts tend to be com-any links, this sort of error could be magnified, and worse
plete, as we will next show. yet, although the scc_>res wogld be incorrect, their .totalnlljm

ber of links for the bitexts might balance out, to give no in-
Comparing WAAp; with AER and F1 dication that something is amiss. In addition, F1 and AER

. . . . will similarly miscount null alignments when comparing
As stated earlier, alignment metrics that count links have

. . i : alignments (in fact, we will see this when we look at the
the tendency to disproportionately increase the impoganc . . . .
o . . cross-aligner translation quality correlation for thesetm
of words that participate in many links (Melamed, 1998). ics)
This is true for both AER and F1. This tendency makes : .
Thus, it should be clear even from this small exam-

them worse measures of alignment quality, and the problem

- ) _ Ae that WAAg; is a better word alignment metric, when
can be magnified as more and more bitexts are consider . . . . .

. ) ) considering measuring alignment quality alone, than eithe
when comparing corpora of word-aligned bitexts.

. i - AER or F1, because it correctly counts the importance of
A simple example serves to show this deficiency, ON€_~ch word in an alignment. As such, WA scales well
which WAAr; does not share. Consider the following from links, to link groups, to phrases, to bitexts, to full

small correct and predicted alignments, where each Corpl{hslord-aligned corpora, always basing its measurement on
contains the same bitexts as the other, as is the normal ca Re number of words. AER and F1 are deficient in this re-

and in addition the two bitexts happen to be identical threegard
source word and three target word sentences. '

17) 1-AER=1 — (1 — %) ~ .46

The problem arises simply from the fact that for Pre-

Experiments: Correlation with Trangation

Predicted 1: {(1:2)(1:3)(2:1)(3:2)}
(1g) Comectl {(1:1)(2:2)(3:3)) Accuracy
Predicted 2: {(1:1)(2:2)(3:3)} An additional important question that one may ask of a
Correct2: {(1:1)(2:2)(3:3)} word alignment metric such as WAA is how well does it

correlate with translation quality. Put another way, giaen
7All Sure links are also Possible, thus all three versions ofimprovementin alignment quality as measured by the met-
WAAF: mean the same thing when there are only Sure alignfic, can we expect a commensurate improvement in trans-
ments. lation quality? And further, if there is such a correlation,




does it hold across different alignment types? In this sec- These resulting phrase alignments were then used with
tion we describe experiments we completed to answer theddoses, a representative of the current state of the art in

questions. statistical machine translatidfi,making 30 different ma-
. chine translation systems (10 sets of data, each used with 3
Experimental Methodology symmetrization heuristics) trained with the phrases @ekiv

To measure correlations of alignment and translation qualirom the same bitexts, but of varying quality, which were
ity, it is necessary to have alignments of varying qualitg W used to evaluate the translation test sentences with BLEU.
followed closely the methodologies of Lopez and ResnikThe word alignment test sentences were also evaluated for
(2006) and Fraser and Marcu (2006). The general idea isach of the data sets, and for data sets with subparts, we
to take a training set of bitexts and divide the set into manyevaluated over each subpart and averaged the results. With
pieces. These smaller pieces can then, using an automatitis methodology, we had 10 data points to compare for
aligner like GIZA++, be aligned separately and then re-each of the three heuristics, with values for alignment and
combined. The automatic aligner will create better align-translation accuracy.
ments the more data it is exposed to. Thus, each time the set We also wanted to test a different language pair, and
is split, the alignment quality is expected to degrade. Reone with only Sure confidences, so we selected the Roma-
peatedly creating these small sets then recombining yieldsian/English task also from Mihalcea and Pedersen (2003).
sets of varying quality, while keeping the overall data theThis is a much smaller corpus, so we used 6 data sets, all
same. divided into subparts as before, from an original 45,000 bi-
We ran experiments with two sets of data,texts. We used 190 test sentences for word alignment eval-
French/English and Romanian/English. The traininguation, and 500 sentences for MERT training and 500 sen-
and test data for French/English are from the Canadiatences for translation evaluation.
Hansards, as provided in the 2003 HLT/NAACL Work-
shop (Mihalcea and Pedersen, 2008)here the test data
was provided by Och and Ney (2000). We did some Tosee how well translation and alignment results corre-
preliminary filtering of the training and test data using late, following Fraser and Marcu, we used the square of
scripts provided with Moses, the open-source machindhe Pearson product-moment correlation coefficient, where
translation system replacement for Pharaoh (Koehn, 2004§ Positive correlation is a number between 0 (no correla-
The word alignment test data contained 447 bitexts witHion) and 1 (perfect correlation).
S and P confidence markings, and the training and devel- A first question we wondered about was how well
opment data consisted of just over 1 million bitexts. WeWAAF1 would correlate with translation quality, for a sin-
randomized the this data, and reserved several thousaf¢€ alignmentmethod. Correlation scores for all the mstric
bitexts for minimum error rate training (MERT) (Och, Were quite good, ranging from near .80 to just over .95 for
2003), and for translation testing (in our French/Eninshthe heuristics in different configurations. We did not find
tests, we used 1,000 sentences for MERT and 2,000 fdarge differences in the various metrics.
translation testing). A more interesting question we sought to answer is how
We then created 10 data sets as follows. Taking 150,00We|| do alignment and translation quality correlate across
sentences as our base set, we created 7 additional sets $ifferent types of alignments. If correlation is good, it
dividing the 150,000 into smaller parts, first dividing it in M&a&ns that cross-alignment scores are more comparable in
by 2, then by 4, by 8, and so on. We also created two largeierms of effect on translation.
sets using additional bitexts, which doubled and quadduple e see the results for French/English in Figure 1. A
the size of the base set. With each of these ten sets, wrerfect correlation would look like a line from the lowertlef
used GIZA++ to align each subpartin both directions, fromcorner of the graph to the upper right. We see that WAA
French to English and English to French. After the subpart§"ith a score of 0.88, correlates better with BLEU than does
were aligned, they were put back together, so that each fin& balanced F1, with arf iof .71. It also has better correla-
set consisted of the same 150,00 original bitexts, plus thé0n than AER (see Table 1).

two larger sets which included this same data, thus creating "? Fraser anq Marcu (2006), .they demon_strate that cor-
sets of varying quality from one original data set. relation can be improved by testing and setiingAs men-

Each of these now bidirectionally aligned data sets were i o
. . euristic was used rather than grow-diag-final, more cjod®in
processgd to Cr(_eat_e phrase a"g”me”ts us_lng three Syrnf)pez and Resnik (2006) where only one heuristic, grow-diag
metrization heuristics, intersection and union (Och andﬁnal was used. The version of grow-diag-final we used, from
Ney, 2003) and grow-diag-final (Koehn et al., 2083). Moses, did not produce null alignments, while our versioimef
tersection and union do.

8Thank you to Ulrich Germann for creating the sentence '°See http://www.statmt.org/moses; thank you very mucheo th
aligned version of this data. developers for making this code available, it was invaledbk

%This follows Fraser and Marcu (2006), where the refinedthis research.

Experimental Results
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(a) Fisp versus BLEUy? = 0.71 (b) WAAF;1sp versus BLEUy? = 0.88

Figure 1: Correlation of Word Alignment Metrics versus BLEfdr French/English, showing stronger correlation for

WAAf1sp than Fxp

French/English

Alignment Setting 1-AER | Flsp | Fls | Flp | WAARisp | WAAFis | WAAR1p | WAAFRIPY
heuristics unchanged 0.72| 0.71| 0.64 | 0.01 0.88 0.71 0.46 0.84
heuristics no nulls 0.87| 0.81| 0.56 | 0.00 0.81 0.57 0.36 0.81
heuristics completed  0.08 | 0.06 | 0.31 | 0.00 0.19 0.45 0.10 0.13

Table 1: Summary of correlation?jrresults for word alignment metrics and BLEU scores, fomEr¢English

tioned earlier, a drawback of this approach is that it rexpiir WAAEg;s, as well as using P alignments in place of S in
thata be calculated for each task. By providing a metricrecall measures (see Fand WAAg;p), and finally exper-
with better inherent correlation with translation, it cagih ~ imented with decreasing the weight applied to P links with
to make alignment comparison more informative. WAAp1pw.- 12

We ran a number of other experiments with this same  \we next take a look at the Romanian/English experi-
data (i.e., using the same translation results) and manipynent, which, as mentioned earlier, had much less data (and
lated the predicted alignments before scoring them with thehys lower translation and alignment quality scores), and
various metrics. These are shown in Table 1. We wonysed only Sure confidence on the gold alignments. The pri-
dered what effect removing null alignments would havemary results for the Romanian/English task are shown in
on the metrics? Interestingly, this improved the other Figure 2. Again, in this experiment, WAA has a better
metrics’ correlation scores (in particular AER) and low- correlation score, 0.87, than do AER and balanced F1, 0.73.
ered WAAg,’s. This seems to support the notion that oneThese results lend additional support to WAAas a use-
of WAAFR1's strengths is in its better accounting of null fy| word alignment metric in terms of it relationship with
alignments. We also tried making the alignments com-+ransiation quality.
plete, by adding null alignments for any unaligned words.  \ye 4150 made the same manipulations to the predicted

This added noise to the alignments degrades the Correl%ﬂignment data as we did in the French/English experi-
tion as would be expected, but here WAAshows better ot removing null alignments and, alternatively, mgkin
but very low correlation, at 0.19, as compared to AER andy e lignments complete. Here the results are quite clear,

asd : :
F1.* Since this was an S and P gold alignment, we alsqy;, waa ., showing better correlation with BLEU than
investigated counting only the S alignments (seg B, the other metrics. It also appears to indicate that in this

data set, one with only Sure alignments, there was much
less noise contributed by null alignments.

Hinterestingly, for this result, WAA; had higher correlation
than did the best value for F1, although this is not always true;
of course, WAAr1's « can be tuned as well, although our prelim-

inary take is that is shows less variation than in F1. We ptan t —: - .
Y pia alignments played a large role in those experiments as waéell,

investigate this further. . . .
' . though there were a number of differences in the experirhenta
2Note that Moses as configured does not use the null align- 9 P

ments in its phrase tables, so adding or removing null algmts Setups.

. “These additional experiments provide some potential in-
would have no effect on BLEU scores, thus our purpose in run-_. . . .
. ) : sights, but will need to be investigated further. They doespp
ning these tests was to get a better idea of where the alignmen ) .
. . to tell us something about the gold set-that the P links arehmu
metrics had difficulty.

BThese results are also more in line with the first results withloWer quality, as would be expected. This is yet more evidenc

S and P in Fraser and Marcu (2006), suggesting perhaps that nuthat Sure confidences should be used whenever possible.
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