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Abstract
Currently most statistical machine translation systems make
use of alignments as a first step in the process of training the
actual translation models. Several researchers have investi-
gated how to improve the alignment quality, with the (intu-
itive) assumption that better alignments increase the transla-
tion quality. In this paper we will investigate this assumption
and show that this is not always the case.

1. Introduction

Alignments are a key concept to statistical machine transla-
tion. They represent the correspondence between the words
of the source and target sentences. They were introduced
in the mathematical context of [1] as a hidden variable and
used in the framework of the EM Algorithm to estimate the
lexicon probabilities and further parameters of the IBM-1 to
IBM-5 translation models. Further development and research
in statistical machine translation moved from the original
single-word-based models to phrase-based-models, in order
to better capture the context dependencies of the words in
the translation process. The starting point for the training of
these models was however the Viterbi alignment produced as
a byproduct of the training of the original IBM models, that
is, the alignment with the highest probability given the final
parameter estimations. Most state-of-the-art machine trans-
lation systems, normally based on a phrase-based translation
scheme or variations of it, make use of this Viterbi alignment
as a first step in the training process [2, 3, 4]. Other transla-
tion approaches also benefit from the use of alignments [5].

It is then to expect that an increase in quality of the align-
ment should lead to an increase in translation quality. At
least, it is expected that an improvement in the alignments
does not hurt translation performance. In [6] the “Alignment
Error Rate” (AER) is introduced as a measure of alignment
quality. Given a reference alignment, consisting of a setS of
“Sure”, unambiguous alignment points and a setP of “Pos-
sible”, ambiguous alignment points, withS ⊆ P , theAER
of an alignmentA = {(j, aj)} is defined to be

AER(S, P ;A) = 1 −
|A ∩ S| + |A ∩ P |

|A| + |S|
. (1)

This error rate is related to the well known F-measure, where
the recall is computed using the sure alignments and the pre-

cision using the possible alignments. In the same paper, an
exhaustive study of different alignment models is carried out.

Following this work, numerous new alignment methods
or refinements to existing ones have appeared in the litera-
ture, which increase the alignment quality over the standard
IBM models. However many of them do not report trans-
lation results, and the implicit assumption is made that the
improvements on alignment quality will influence the trans-
lation process in a positive way.

In this paper we will present two counter-examples to
this assumption, that is, we will present (review in one of
the cases) two relatively simple refinements of the standard
alignment process using the IBM models that actuallyde-
teriorate the alignment quality. However, they improve the
translation performance. We will show this on two transla-
tion models, a phrase based system similar to the one used
in [7] and a finite state transducer based system as presented
in [8]. The key point is that these methods adapt the align-
ments to the translation models that will make further use of
them.

2. Related Work

In [9] the authors conduct an experimental study on the cor-
relation of AER as defined above and the actual translation
performance. To our knowledge this is the first work that car-
ries out such a detailed study. The conclusion of their work
is that the alignment error rate is not a good measure for pre-
dicting translation performance. The main reason given is
that AER does not penalize an unbalanced precision and re-
call. They propose to use the “standard” F-measure directly,
defined as

F-measure(A,P, S, α) =
1

α
Precision(A,P ) + 1−α

Recall(A,S)

,

(2)
where, as is the case with alignment error rate, precision and
recall are defined as

Precision(A,P ) =
|A ∩ P |

|A|
(3)

and

Recall(A,S) =
|A ∩ S|

|S|
. (4)
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Note the introduction of a new parameterα which controls
the weighting of precision and recall. In their work, the au-
thors find that the more appropriate value ofα lies between
0.2 and0.4, depending on the corpus. Furthermore, they dis-
courage the use of possible alignments in the gold standard
reference alignment.

Our goal in this paper is, on the one hand, to provide fur-
ther empirical evidence that AER is not a suitable measure
that can provide insight into the translation process. How-
ever, we also show that the proposed F-measure also does
not necessarily help in this case. The main flaw found in
both of these measures is that they do not take the structure
of the translation model into account.

3. Phrase-Based Translation

In this section we will briefly discuss the standard phrase
based approach to machine translation, and we will pay spe-
cial attention to the phrase extraction method. As usual, we
will denote the (given) source sentence withfJ

1 = f1 . . . fJ ,
which is to be translated into a target language sentence
eI
1 = e1 . . . eI .

The usual approach in most state-of-the-art translation
systems models the translation probability directly usinga
log-linear model [10]:

p(eI
1|f

J
1 ) =

exp
(

∑M

m=1 λmhm(eI
1, f

J
1 )

)

∑

ẽI
1

exp
(

∑M
m=1 λmhm(ẽI

1, f
J
1 )

) , (5)

with a set of different modelshm, scaling factorsλm and the
denominator a normalization factor that can be ignored in the
maximization process. The most important models in equa-
tion (5) normally are phrase-based models in both source-to-
target and target-to-source directions.

In order to extract these phrase-based models, an align-
ment between the source and target training sentences is
found by using the standard IBM models in both direc-
tions (source-to-target and target-to-source) and combining
the two obtained alignments [6]. Given this alignment an ex-
traction of contiguous phrases is carried out and their proba-
bilities are computed by means of relative frequencies.

Let us examine this process of phrase extraction with
more detail. Given a sentence pair with its corresponding
alignment, we extract all phrases that fulfill the followingre-
strictions:

1. all source words within the phrase are aligned only to
target words within the phrase and

2. all target words within the phrase are aligned only to
source words within the phrase.

More formally, the set of bilingual phrases consistent witha
word alignmentA is defined by

BP(fJ
1 , eI

1, A) = {(f j+m
j , ei+n

i ) | ∀(i′, j′) ∈ A :

j ≤ j′ ≤ j + m ⇔ i ≤ i′ ≤ i + n}.
(6)

3.1. Alignment Adaptation

In the following example, we apply this phrase extraction al-
gorithm to a German-English sentence pair taken from the
Verbmobil corpus: “wie sieht es irgendwann morgens am
Dienstag , dem sechsten , aus ?” – “ how about some-
time in the morning on Tuesday the sixth ?”. The reference
alignment for this sentence pair and the alignment found by
GIZA++ [6] applying the IBM models can be seen in Fig-
ures 1(a) and 1(b), respectively. The automatically generated
alignment perfectly matches the reference in this case. The
German language has so called “separable verbs” (“trennbare
Verben”), verbs that are formed from two parts, normally a
main part and a short particle that determines the exact mean-
ing. In the example in Figure 1 we have one such verb:
“aus·sehen”. The English expression “how about. . . ?” cor-
responds to the German construction “wie sieht es. . . aus?”,
as reflected in the alignment with the link between “aus” and
“about”. We would like to extract phrases containing the pair
“wie sieht es”–“how about”, which is quite appropriate for
the translation process. But, due to the link between “aus”
and “about”, the only phrases that we can extract containing
this pair are the one shown in Figure 1(c) and the same in-
cluding the question marks. Having such a long context, it
is quite improbable that we could use one of these phrases in
the translation process.

This is a clear example of a recurrent phenomenon that
can be observed when looking into the alignments from Ger-
man to English. A simple, “brute force” solution to this prob-
lem is to remove these distant points. For doing that, we
simply compute for each alignment point the distance to the
points in the previous and next non-empty columns. If both
are above a given threshold (3 worked best in our case on a
development corpus) the point is discarded from the align-
ment. Similarly, this is applied for the rows. The resulting
alignment is shown in Figure 1(d). The point that links “aus”
and “about” has been erased, and thus the desired phrase pair
“wie sieht es”–“how about” can be extracted.

Note that in this case the alignment does not get worse as
the link was marked as possible in the reference1. However
it is expected that applying this method to the whole corpus
will in fact increase the alignment error rate. A detailed anal-
ysis of the results is presented in section 5.

4. Tuple-Based Translation

In this section we will briefly discuss an alternative transla-
tion model and present how to obtain alignments that better
match the probabilistic model. A detailed description can be
found in [8]. We will denote withẽJ

1 a segmentation of a
target sentenceeI

1 into J phrases such thatfJ
1 andẽJ

1 can be
aligned to form bilingual tuples(fj , ẽj).

We can then formulate the problem of finding the best

1Note however that, because of the simplicity of the algorithm,we have
also removed the link between the question marks. This in fact affects the
alignment quality.
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(a) Reference alignment. Sure points are marked as full boxes,Possible as
empty boxes.
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(b) Automatically found alignment.
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(c) Phrase extraction with the generated alignment.
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(d) Simplified alignment.

Figure 1: Example of a problematic alignment for the phrase-based system.
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translationêI
1 of a source sentencefJ

1 (hereA denotes the
set of all possible alignments):

êI
1 = argmax

eI
1

Pr(fJ
1 , eI

1)

= argmax
ẽJ
1

∑

A∈A

Pr(fJ
1 , ẽJ

1 , A)

∼= argmax
ẽJ
1

max
A∈A

Pr(A) · Pr(fJ
1 , ẽJ

1 |A)

∼= argmax
ẽJ
1

max
A∈A

∏

fj :j=1...J

Pr(fj , ẽj |f
j−1
1 , ẽ

j−1
1 , A)

= argmax
ẽJ
1

max
A∈A

∏

fj :j=1...J

p(fj , ẽj |f
j−1
j−m, ẽ

j−1
j−m, A) .

In other words: if we assume a uniform distribution for
Pr(A), the translation problem can be mapped to the prob-
lem of estimating anm-gram language model over a learned
set of bilingual tuples(fj , ẽj). In our case we represent this
language model as a weighted finite state transducer, but this
is not the only possibility [11].

Assume that the alignment is a function of the target
wordsA′ : {1, . . . , I} → {1, . . . , J}, then the bilingual tu-
ples(fj , ẽj) can be inferred with e. g. the GIATI method of
[4]. Each source word will be mapped to a target phrase of
one or more words or an “empty” phraseε. In particular,
the source words which will remain non-aligned due to the
alignment functionality restriction are paired with the empty
phrase. However the alignments produced by the standard
alignment generation procedure do not have this function-
like property.

Furthermore, assuming that we could have such an align-
ment, when the functionA′ is not monotonic, the target lan-
guage phrases̃e can become very long. For example, given
a completely non-monotonic alignment, all target words will
be paired with the last aligned source word. All other source
words form tuples with the empty phrase. Therefore, for lan-
guage pairs with big differences in word order, probability
estimates may be poor.

4.1. Alignment Adaptation

This problem can be solved by reordering either the source or
the target training sentences (both in training and test phases)
in a way such that alignments become monotonic for all sen-
tences. In [8] a method is presented to obtain an alignment
that fulfill both requirements. Here we will give an overview
of it.

First, we estimate a cost matrixC for each sentence pair
(fJ

1 , eI
1). The elements of this matrixcij are the local costs

of aligning a source wordfj to a target wordei. This cost
matrix is estimated using the original IBM models, see [12]
for more detail. For a given alignmentA ⊆ I × J , define the
costs of this alignment,c(A), as the sum of the local costs of
all aligned word pairs:

c(A) =
∑

(i,j)∈A

cij (7)

German English
Train Sentences 751 088

Words 15 256 793 16 052 269
Vocabulary 195 291 65 889

Test Sentences 2 000
Words 54 247 57 945

Table 1: Statistics of the Europarl corpus.

The goal is to find an alignment with the minimum costs
which fulfills the given constraints.

In a first step, we require the alignment to be a function
of sourcewordsA1: {1, . . . , J} → {1, . . . , I} in order to
uniquely define a reordering of the source sentence. This is
easily computed from the cost matrixC as:

A1(j) = argmin
i

cij . (8)

Non-aligned source words are not allowed.A1 naturally de-
fines a new order of the source wordsfJ

1 .
In the second pass we extract the alignment that is a func-

tion of the target words for computing the corpus of bilin-
gual tuples, and is also monotonic. This is computed as a
minimum-cost alignment (using a “reordered” cost matrix)
with a dynamic programming algorithm similar to the Lev-
enshtein string edit distance algorithm. An example of this
method is shown in Figure 2.

Because of the special constraints we require for this
model, the alignment quality is expected to be relatively poor.

5. Experimental Results

In this section we will analyze the impact the alignment
methods described in Sections 3.1 and 4.1 have on both
alignment and translation quality. For this, experiments will
be reported on the Europarl corpus as used in the ACL 2005
Machine Translation Workshop Shared Task [13], for the
German-English language pair. The corpus consists of the
proceedings of the European Parliament, which are published
on the web. Statistics are shown in Table 1. This corpus was
chosen because of the different structure of the German and
the English languages, that allows to better observe the ef-
fect of the alignments than for other language pairs, where
the alignment is quasi-monotonic (e.g. English-Spanish).

In order to have a reference alignment, we randomly se-
lected a subset of the training corpus, consisting of 508 sen-
tences, and manually annotated the alignments. Contrary to
the recommendation in [9], we used both sure and possible
alignments, as the restriction of using only sure alignments
is very restrictive and we feel that it does not completely re-
flect the correspondences between the two languages. This
is especially true for “real-life” corpora2, as the one we are

2In contrast to corpora created specifically for research purposes, where
the translations are created specifically for one task and often are very literal
translations.
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(a) Viterbi alignment.
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(b) First pass alignment.
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(c) Second pass alignment.
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(d) Second pass alignment with original source sentence
order.

Figure 2: Alignments for the tuple based model.
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dealing with. In many cases the translator did not produce
a one-to-one translation. Instead the same meaning is ex-
pressed in a way that is fits better in the structure of the target
language. Possible alignments reflect better this process.

The results are shown in Table 2 (all systems were op-
timized for the BLEU score). It can be seen that both
alignment transformation methods described before (entries
“Phrases” and “Tuples” in the table) deteriorate the align-
ment quality both in terms of alignment error rate and F-
measure. The error rate increases from 20.8% for the base-
line to 24.2% in the case of the transformation for the phrase-
based system and 26.4% for the alignments computed for the
tuple-based one. The translation quality however measured
by the BLEU score can be seen to improve3 if we apply the
alignment method with its corresponding translation system,
slightly in the case of the phrase translation system. In the
case of the tuple model, the absolute scores are significantly
worse than for the phrase based model4, but the effect of the
alignment type is much more important in this case. Note
also that applying the method that does not correspond to the
system deteriorates the translation quality.

Figures 3 and 4 show example translations for the phrase-
based system and for the tuple-based system, respectively.
As can be expected from the little difference in the evalua-
tion measures, the differences in the phrase-based system are
small when going from comparing the two alignment meth-
ods. However the examples show clearly the effect we pre-
sented in Section 3.1. In the first example the auxiliary verb
“wird” is used to build the future tense of the main verb. In
the baseline case the system is not able to find this and leaves
the present tense, whereas in with the alignment adaptation
the future tense is correctly translated. A similar effect can
be seen in the second example, where the German passive
construction does not allow to translate the verb correctly. In
the case of the tuple-based system the improvement is more
evident, as can be seen in Figure 4.

6. Discussion

Having arrived at this point, there are some open questions
that should be discussed. The main one is of course whether
the AER (or the F-measure as proposed in [9]) is an adequate
measure of alignment quality. Actually we think it is. It is
based on the precision, recall and F-measures that are widely
used in the pattern recognition community (among others)
and have proved to be quite useful. And in fact, when look-
ing at the alignments, a human can see a good correlation
between a lower alignment error rate and the quality of the
alignments.

We think that the main problem lies in the “inconsis-
tency” between the statistical models used in the alignment

3Other performance measures do not show this behavior, but thisis
mainly due to the fact that the systems were optimized with respect
to BLEU.

4This can probably be explained by the lack of the combination of mod-
els, as happens in the case of the phrase-based translation system.

Original Es wird ein ganzes Kapitel̈uber Wis-
senschaft, Gesellschaft und Bürger geben.

Baseline It is a chapter on science, society and citi-
zens.

Phrases It will be a whole chapter on science, soci-
ety and citizens.

Reference There will be an entire chapter on science,
society and the citizens.

Original Das reicht nicht aus, die gesamte Strate-
gie muss sẗarker auf die B̈urger und
Bürgerinnen ausgerichtet werden.

Baseline That is not enough, the whole strategy
must be more closely to the citizens of Eu-
rope.

Phrases That is not enough, the whole strategy
must focus more on the citizens of Europe.

Reference It is not enough; the whole strategy needs
to be geared more to the citizens.

Figure 3: Example translations for the phrase based system.

Original Litauen verf̈ugt über ein betr̈achtliches
Potential f̈ur ein langfristiges
Wirtschaftswachstum.

Baseline Has a considerable potential for a long-
term Lithuania, although economic
growth.

Tuples Lithuania has a considerable potential for a
long-term economic growth.

Reference Lithuania has considerable potential for
long-term economic growth.

Original Gleichzeitig m̈ussen berechtigte Interessen
der Arbeitnehmer berücksichtigt werden.

Baseline We must justified interests of employees.
Tuples At the same time legitimate interests of

employees must be taken into account.
Reference At the same time, the workers’ legitimate

interests need to be considered.

Figure 4: Example translations for the tuple based system.
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System Alignment AER[%] F[%] BLEU[%] NIST WER[%] PER[%]

Phrase
Based

Baseline 20.8 77.5 24.6 6.62 66.4 47.3
Phrases 24.2 71.8 24.8 6.56 66.7 47.9
Tuples 26.4 73.6 24.5 6.65 66.0 47.0

Tuple
Based

Baseline 20.8 77.5 18.2 5.54 68.1 52.4
Phrases 24.2 71.8 14.8 3.16 69.6 58.6
Tuples 26.4 73.6 19.4 6.30 68.8 50.0

Table 2: Alignment and translation results for the different translation and alignment methods.

procedure and the models used later in the translation pro-
cess. If we had perfect statistical translation models that
could generate a completely correct translation given a per-
fect alignment, it could perfectly be that a direct relationbe-
tween alignment quality and translation quality would exist.
However we do not have such perfect models and the train-
ing procedure can be “confused” when it finds structures it
does not expect, although they may be completely correct.
Therefore it can be of advantage to sacrifice some alignment
quality in order to better guide the training process and have
more robust estimations.

A recent work [14] actually presents a new measure
called “consistent phrase error rate” which tries to extendthe
AER to the concept of phrases. The authors show how this
measure correlates better with translation performance, but it
is however to much oriented to a phrase-based system and we
expect it to perform poorly for other translation approaches5.

But one can take a step further. The alignment concept
was first introduced as a hidden variable for the training of
the single-word based models. Let them remain hidden then.
When switching to phrase-based models the given data is as-
sumed to be not only the training sentence pairs, but also the
alignment between then. This alignment, however, is com-
puted by using the parameter estimations of models that are
only a (raw) approximation of the true parameter distribu-
tions, but are treated as an additional sure knowledge source.
If we could retain the spirit of the alignments as a hidden
variable in the spirit of the EM algorithm and include them
in the training procedure of the more advanced models, the
adaptation discussed in the preceding paragraph would be in-
cluded automatically. First steps in this direction have al-
ready been undertaken [15, 16].

7. Conclusions

In this paper we have shown that the improvement in align-
ment quality does not always imply an improvement in trans-
lation quality. We have shown techniques to generate align-
ments that are better adapted to the characteristics of the
translation models that will later make use of this informa-
tion. Although the error rate of these transformed alignments
was larger than the baseline, the translation quality actually
improved. We have shown this effect on two different ap-

5We want to thank the reviewers for pointing out this work

proaches for the modeling of the translation probability.
Seeing the outcome of the experiments presented in this

paper, one clear conclusion can be drawn: future work on
alignment (at least if oriented to machine translation) should
always report results on translation quality.
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